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ABSTRACT: An attempt was made to develop a general
description of impact sensitivity. For this purpose a set of 24
well-known, as well as recently synthesized, C−H−N−O−Cl
explosives covering the wide range of impact sensitivity (h50 = 9−
320 cm) was studied using first-principles calculations at different
external pressures. To quantify impact sensitivity, a theoretical
approach was developed based on the solid-state derived criteria,
which include triggering pressure, average number of electrons
per atom, crystal morphology, energy content and melting
temperature. These criteria follow from the theoretical
consideration of the crystal compression caused by an impact
event. Apart of the compression, the influence of crystal habit
shapes and energy content are also discussed. The main idea is in
the electron flow probability from valence to conduction bands in a solid. To support the developed theoretical background, the
corresponding numerical illustration is presented in the paper. The obtained empirical correlation exhibits a significant regression
coefficient (R2 = 0.83). Furthermore, the found criteria have complementary character. When using them individually, the
correlation becomes poor or even vanishes. Thus, a sensitive to impact explosive is expected to be more easily convertible to the
metal upon compression, to possess a spherical crystal habit and to have a greater number of electrons per atom as well as a high
energy content and a low melting temperature. Consequently, an insensitive explosive has the inverse characterization.

1. INTRODUCTION

The phrase “A new simple correlation...” is one of the most
frequently used parts of article titles that report the study of
explosives’ impact sensitivity.1−6 Up to now, a great variety of
correlations revealed in terms of the quantitative structure−
property relationships (QSPR)1−21 including very complex
artificial neural networks (ANN)14−17 using different molecular
features are presented in the literature. Of course we do not
tend to consider this list as completely exhaustive, but it proves
that QSPR is one of the most popular methodologies in
predicting impact sensitivity. These QSPR models include
various topological,17 electronic structure derived descrip-
tors,7−13 spectral information,18 and thermodynamic19 and
kinetic20 criteria and often exhibit rather good correlation
coefficients. This classification, however, is rather conditional
since the QSPR models often include mixed descriptors.21,22

Generally, these QSPR studies are based on purely empirical
approaches, like statistical or machine thinking methods and
only a small number of works provide clear physical
background for the developed correlations.23−27

Meanwhile, despite the good correlation coefficients, the
above-mentioned QSPR models based on the characteristics of
isolated molecules cannot rationalize very simple and
illustrative phenomenon, namely, polymorphism.28−31 It is
known that different forms of explosives, for example HMX,

have different impact sensitivity.31 Thus, Herrmann et al.32

found that an increasing of sensitivity (up to 80%) occurs when
the β → δ transition in HMX takes place. The impact energies
are the following: 1.96 J (β-HMX) and 0.39 J (δ-HMX),
respectively. We should stress, however, that such difference
although significant in practice, is small compared to sensitivity
differences between distinct molecules. Another example of the
shortcomings of the approach, which is based on the use of
molecular characteristics, is ionic explosives. A good example of
this problem is aryl diazonium salts. It is known that phenyl
diazonium chloride is very sensitive explosive (impact energy 3
J),33 but phenyl diazonium tetrafluoroborate is an extremely
stable salt, which is even a commercially available reactant. Both
these salts bear the same organic moiety and differ only in the
nature of the anion. This means that such a big difference in
impact sensitivity is hidden in the properties of the crystalline
state.
Recently, we have performed a comprehensive study of these

salts using first-principles calculations and revealed that most
properties are rather close. Only two quantities differ
significantly, namely, the pressure, which corresponds to zero
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band gap (metallization point) and solid state enthalpy of
formation (ΔHf

0).34 This study was inspired by the earlier
assumption that the band gap value35,36 and energy storage
(based on ΔHf

0)37 can be used as a criterion of impact
sensitivity. Indeed, when electrons occupy conduction bands,
the structure tends to decompose due to antibonding character
of molecular orbitals with respect to most of the bonds. But the
use of zero-pressure band gaps (ΔEgap) is scarcely applicable
because the values are often too large to provide an effective
electron flow in the “dark” conditions.38 Moreover, the
divergence of the band gap values is also unacceptable; for
example, monoaminotrinitrobenzene (MATB) has ΔEgap =
1.89 eV and h50 = 177 cm, hexanitrohexaazaisowurtzitane (ε-
CL-20) has ΔEgap = 3.63 eV and h50 = 27 cm, and strontium
azide Sr(N3)2 has ΔEgap = 3.71 eV and does not explode.36

On the other hand, in far 1980s, Coffey and Jacobs proposed
that the key factor in initiation of explosion is the formation of
so-called “hot points”, which are formed upon impact loading.39

Later, it was shown that the mechanical energy can be
transformed into heating by means of the phonon-to-
vibrational energy transfer via the interaction of phonon
overtones and vibrational fundamentals.40 The validity of such a
mechanism was recently proven for aryl diazonium salts34 and
several common explosives.41 Obviously, the crystal packing
plays an important role in the energy dissipation due to plastic
deformation and mechanical anisotropy.42−44

The key moment in the initiation of the explosion is the
formation of first radicals or other reactive species, which
trigger the subsequent chain reaction. It is interesting that the
NO2 radical is a chain-terminating species.27,45 These radicals
can be formed either via the transformation of the mechanical
energy into heat46−48 or via occupation of conduction bands.34

Anyway, both these processes require the crystal compression
provided by an impact loading. Actually, the idea about the role
of excited states in initiation of explosion was put forward long
ago by Williams.49 Later, this hypothesis was developed by
Kuklja et al.,50−53 who studied the influence of lattice defects
and shock wave on the band structure of explosives. Also, a
parameter η determining the fraction of electrons promoted
into virtual orbitals as a result of nonadiabatic transitions was
introduced.54 Therefore, in the present paper, we have tried to
combine the factors influencing probability of the electron
excitation in a crystal and subsequent propagation of explosion.

2. COMPUTATIONAL DETAILS
Density functional theory (DFT) calculations presented in this
work were performed within the generalized gradient
approximation (GGA). Asymmetric cell relaxations as well as
the band structure calculations were carried out with the
Cambridge Serial Total Energy Package (CASTEP) code55 as
implemented in the Materials Studio 7.0 program package.56 A
Vanderbilt type ultrasoft pseudopotential (USP)57 in reciprocal
space has been applied during the calculations. This allows a
significant reducing of the required cutoff energy, which is
useful when handling big and low-symmetry molecular systems.
Note that in the present work the total number of cell
relaxations and band structure calculations equals 204.
The exchange-correlation functional due to Perdew−Burke−

Ernzerhof (PBE)58 has been utilized entirely. The long-range
effects were taken into account entirely using the Tkatchenko−
Scheffler (TS) scheme.59 The electronic wave functions were
then expanded in a plane wave basis set with an energy cutoff
equals 540 eV (39.7 Ry) for the cell relaxations and 600 eV

(44.1 Ry) for band structure calculations. Sampling of Brillouin
zone was performed using k-point grids generated by the
Monkhorst−Pack algorithm. Separation of k-points was set to
be 0.05 Å−1 for all the calculations. Convergence of the total
energy was specified to 1 × 10−6 eV/atom in the SCF
calculation. The rest convergence quality parameters are the
following: force (0.01 eV/Å), stress (0.02 GPa) and displace-
ment (5 × 10−4 Å).
In order to obtain crystal habits, the crystal graphs were first

calculated using COMPASS60 (Condensed-phase Optimized
Molecular Potentials for Atomistic Simulation Studies) force-
field within the Morphology Tools module as a part of the
Materials Studio 7.0 suite of programs.56 At the initial step, the
weakest energy was specified to be −0.596 kcal mol−1 (thermal
energy at room temperature). Then, based on the attachment
energy (Eatt) calculations, the crystal growth morphology was
predicted. It is known that the crystal growth rate is
proportional to Eatt.

61 Thus, the crystal growth pattern was
allowed along the planes with maximum Miller indices {3 3 3}
using a Wulff plot. The attachment energy can be expressed as
the energy released upon attachment of a growth slice to a
crystal face eq 1:61

= −E E Eatt latt slice (1)

Here, Elatt is the crystal lattice energy; Eslice is the energy of a
growth slice with thickness dhkl.

3. RESULTS AND DISCUSSION

3.1. Theoretical Background. In the present study, we
introduce three solid-state criteria of impact sensitivity, namely,
triggering pressure (Ptrigg, GPa), sphericity of crystal habits (Ψ),
and the average number of electrons per atom (NF). The latter
parameter corresponds to integrated density of states at the
Fermi level normalized to the number of atoms in asymmetric
cell. Let us consider the first of them. It was proposed earlier
that the electron transfer from the valence (VB) to conduction
(CB) band can trigger the decomposition of the explosive.36

But how can an electron overcome the big barrier, namely, the
band gap (ΔEgap), since the average values of the latter are
about 2−3 eV? Indeed, a noticeable thermal occupation of CB
is possible if ΔEgap is not higher than about 1 eV.38 According
to the Boltzmann distribution eq 2, even in this case, the ratio
of electrons in CB (eC̅B) and in VB (eV̅B) is about 10

−17 (at 298
K) and 10−11 (at 500 K).

̅
̅

= −Δe
e

e E kTCB

VB

/gap

(2)

It becomes clear, that the ΔEgap values at zero external
pressure can scarcely serve as a criterion of impact sensitivity.
On the other hand, to start an explosion, a crystal requires an
external stimulus which serves as a source of activation energy.
Thus, the external mechanical energy (impact energy or h50)
must be transformed into vibrational and then into electronic
energy to allow overcoming the ΔEgap. Vibrational-to-electronic
energy transform can proceed via the known vibronic coupling
mechanism, which is essential in such nonadiabatic processes,
like crystal compression. In other words, ΔEgap corresponds to
a part of the impact energy (or h50) and can serve as the
activation energy of the explosive decomposition reaction.
Assuming the rate constant of explosion reaction is inversely
proportional to h50, one can express ΔEgap as the following:62

The Journal of Physical Chemistry A Article

DOI: 10.1021/acs.jpca.8b01743
J. Phys. Chem. A 2018, 122, 5455−5463

5456

http://dx.doi.org/10.1021/acs.jpca.8b01743


ν

ν β
∝

∏

∏

Δ−

−

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟h

E

k T
expi

N
i

i
N

i

gap

E
50

3 3 R

3 4 TS
B (3)

Here kB is the Boltzmann constant; νi
R and νi

TS are the positive
normal-mode frequencies of the reactant minimum and
transition state, respectively.62 In the case of bimolecular
reactions between electrophiles and nucleophiles similar
approach was found to be successful;63 βE is a function,
which reflects the band gap compressibility, since it is known
that for most explosives the ΔEgap values decreases with the rise
of pressure.36,64 In the finite differences approximation the
function βE can be expressed as the following:

β
α=

Δ
=

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

P
E

1
tan

E

metal

gap (4)

Here, Pmetal is the value of external pressure corresponding to
ΔEgap = 0 (metallic state). Thus, when a pressure becomes rise,
the ΔEgap value decreases gradually, and consequently, the
barrier height becomes smaller and the reaction occurs faster.
Since in general case the function βE is unknown and is peculiar
for each single explosive, one can use the pressure value, which
corresponds to an arbitrary barrier height cutoff. We propose to
use pressure at ΔEgap = 1 eV since below this value the thermal
electron occupation of CB becomes possible; this is the so-
called triggering pressure (Ptrigg). Substituting eq 4 in eq 3 and
taking into account that ΔEgap is a part of the impact energy (or
h50), we obtain the following correlation:

∝h Pexp( )trigg50 (5)

Recently, we have found that the metallization point (Pmetal)
values for crystalline phenyl diazonium chloride and tetra-
fluoroborate are 29 and 200 GPa, respectively.34 Subsequently,
a question then arises how such big pressures can be achievable
under a standard impact testing? To answer this question, one
should consider an impact event at the microscopic level.
Obviously, the hammer surface has microscopic irregularities,
which are the surface protrusions of different size (Figure 1a).
When a hammer edge encounters an explosive sample, only

the restricted area of the hammer surface is in contact with the

sample. Let us call them “contact zones”; the relative areas of
the three arbitrary contact zones are illustrated in Figure 1a.
Since the area of a contact zone tip is actually very small, the
pressure formed upon penetration of the tip into an explosive
sample is expected to be extremely high (Table 1). This does

not imply, however, that such big pressures should be achieved
explicitly. Actually, electrons effectively occupy CB when the
ΔEgap = 1 eV, which corresponds to Ptrigg values. As a result, it
does not need to compress the crystal up to the metallization
point corresponding to a zero band gap value. Simultaneously,
the local heating produced by the friction of the contact zone
tips with the crystalline sample also facilitates the thermal
excitation. As a result, the formation of first radicals or other
reactive species is expected even at significantly lower pressures.
Anyway, the influence of crystal compression is a crucial factor
in governing impact sensitivity.
Meanwhile, if one considers VB→ CB electron transitions as

a factor, which triggers decomposition of the explosive, it is
useful to estimate how many electron energy levels exist below
the Fermi level. Such quantity corresponds to the total number
of electrons in a cell (NF) normalized per atom and is
calculated using integration of density of states.65 The more
electron energy levels exist in a solid, the more probable an
electron excitation is therefore, one can write

∝h N1/50 F (6)

Now, let us discuss the influence of the crystal morphology
on impact sensitivity. Since the real samples of explosives have
polycrystalline form, these consist of a number of separated
randomly distributed single crystals. These crystals can be
agglomerated into the bigger granules or other forms
(cylinders, pellets, grains, etc.). When a hammer contacts the
sample, the latter undergoes an impact loading. The impact
energy is spent sequentially on two processes, consolidation
and compression, respectively. Until the consolidation is
finished, there is no significant pressure rise in the vicinity of
a contact zone. But the impact energy is spent on the friction of
the crystal edges and transforms into heat.
As the crystal compression starts, the pressure rises sharply

that is also accompanied by heating and change of the band
structure. Thus, the ratio consolidation/compression has the
influence on the position of Ptrigg. If a sample is loose, the
consolidation appears significant, but if the separated crystals
are packed tightly, the crystal compression starts faster.
Obviously, the crystal habit shape should influence the above-
mentioned ratio (Figure 1b,c). The closer the crystal habit
shape to an ideal sphere, the tighter packed the separated
crystals are. A simple measure of such deviation of the shape is
sphericity (Ψ), which is expressed as in eq 7.

π
Ψ =

S

V6
cryst

cryst
2/3 2/3 1/3

(7)

Herein, Scryst and Vcryst are the calculated surface and volume of a
crystal habit. The values which are close to a unity characterize

Figure 1. Representation of the hammer surface irregularities with
contact zones of different relative areas (a) and packing of crystals with
high (b) and low (c) sphericity.

Table 1. Pressure (GPa) Formed upon the Falling of a 2.5 kg
Hammer from the Determined Height (cm) with the Area of
Contact Zone Being Equal To 100 μm2

h (cm) 10 20 30 40 50 100
P (GPa) 24.5 49.1 73.6 98.1 122.6 245.3
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a high sphericity, whereas a low sphericity yields the bigger
values of Ψ. Thus, a sensitive explosive should have a good
sphericity, which means that h50 ∝ Ψ.
Finally, it is important to take into account the energy

content (Ec) of an explosive, which is calculated as the heat of
the decomposition reaction according to the known H2O−CO2

arbitrary.22 This quantity was found to correlate with log(h50)
as well as the critical pressure of explosion initiation.66

Recently, Ec was found to be one of the two most important
sensitivity determinants for aryl diazonium salts.34

3.2. Numerical Illustration. In order to provide a
computational support for the above-mentioned theoretical
conclusions, we have performed a series of calculations
including 24 crystals. For this purpose we have selected
crystalline explosives possessing relatively small molecules and
covering the wide range of the h50 values. The asymmetric cells

Figure 2. Chemical structures and acronyms of the studied explosives.

Table 2. Calculated and Experimental (in Parentheses) Asymmetric cell Parameters of the Studied Explosives

explosive space group a (Å) b (Å) c (Å) α (deg) β (deg) γ (deg) ref

DDNP P212121 6.49 (6.18) 9.08 (8.60) 15.05 (15.21) 68
HNB P2/c 13.43 (13.22) 9.44 (9.13) 10.08 (9.68) 99.6 (95.5) 69
2,3,4-TNT P1̅ 7.90 (7.70) 8.81 (8.33) 8.86 (8.69) 88.1 (87.9) 65.0 (65.1) 66.7 (67.3) 70
3,4,5-TNT P1̅ 8.46 (8.33) 8.53 (8.33) 9.64 (8.75) 121.3 (155.2) 122.7 (155.2) 68.4 (70.0) 70
TetNA P21/c 7.45 (7.27) 11.32 (11.06) 12.63 (12.27) 99.4 (98.8) 71
BTF Pna21 7.09 (6.92) 20.24 (19.52) 6.67 (6.52) 72
FOX-7 P21/c 7.01 (6.94) 6.89 (6.57) 11.69 (11.32) 91.6 (90.6) 73
TNA P21/c 6.23 (6.14) 9.36 (9.22) 15.61 (15.32) 99.7 (99.7) 74
TATB P1̅ 9.17 (9.01) 9.21 (9.03) 7.13 (6.81) 109.0 (108.6) 92.1 (91.8) 119.7 (120.0) 75
NQ Fdd2 18.14 (17.64) 25.63 (24.88) 3.63 (3.60) 76
DATB Pc 7.60 (7.31) 5.32 (5.17) 12.70 (11.58) 98.01 (95.2) 77
PETN P4̅21c 10.24 (9.30) 7.02 (6.64) 78
2,4,6-TNT P21/b 22.36 (21.41) 15.72 (15.02) 6.17 (6.09) 112.1 (111.0) 79
TNAM P1̅ 6.28 (6.11) 7.71 (7.54) 9.23 (8.85) 78.7 (80.7) 87.5 (87.5) 87.3 (88.4) 80
TNAZ P1̅ 7.70 (7.42) 7.77 (7.54) 9.54 (9.03) 70.5 (70.7) 79.3 (80.1) 81.8 (81.6) 80
TNPC P1̅ 6.94 (6.74) 7.82 (7.80) 10.61 (10.07) 89.4 (90.4) 100.6 (98.8) 114.2 (114.1) 80
TNPN P212121 5.78 (5.66) 10.48 (10.28) 16.53 (16.26) 80
PNAZ1 P21 6.93 (6.76) 5.57 (5.51) 11.69 (11.39) 97.9 (97.1) 81
PNAZ2 P21 11.18 (10.83) 5.77 (5.58) 12.67 (12.36) 108.3 (107.6) 81
PNAZ3 Cc 17.99 (15.83) 7.56 (7.06) 13.54 (11.13) 136.2 (132.1) 81
PNAZ4 P1̅ 6.36 (6.30) 6.94 (6.86) 10.83 (10.63) 71.52 (72.9) 87.5 (88.0) 76.8 (77.5) 81
PNAZ5 Cc 5.86 (5.78) 21.37 (20.76) 7.84 (7.72) 93.0 (92.4) 81
PNAZ6 P1̅ 8.40 (8.23) 9.80 (9.59) 13.06 (12.79) 93.9 (93.6) 102.8 (102.9) 97.2 (96.8) 81
TNE P21/c 8.18 (7.55) 7.53 (7.30) 9.26 (8.38) 101.7 (97.9) 82
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of the studied explosives are illustrated in Figure 2 and their full
chemical names are listed in Table S1 in the Supporting
Information. The experimental (references are included in the
table) and calculated unit cell parameters are listed in Table 2.
As it follows from Table 2, at the USP/PBE-TS/540 eV level of
theory there is a systematic overestimation of the cell volume
up to 10%. Such errors are larger than typical errors obtained
for molecular crystal even when thermal expansion is
neglected.67 The use of norm-conserving pseudopotentials
(NCP) significantly improves the calculation results (Table S2
in the Supporting Information); however, this needs much
more energy cutoff leading to huge computational cost.
Therefore, we have compared band gaps obtained with USP/
PBE and NCP/PBE approaches (Table S3 in the Supporting
Information).
As it follows from Table S3, the differences between ΔEgap

USP

and ΔEgap
NCP are about ±0.056 eV, which has a negligible effect

on the calculated impact sensitivity value. A similar behavior of
the band gap was found when calculating the band structure on
an experimental (unrelaxed) cell. For instance, in the case of
3,4,5-TNT, the ΔEgap values differ only by 0.039 eV. Thus, we
believe that such an overestimation of the cell volume cannot
cause significant distortion of the post-SCF calculation results,
since the error of the method is quenched because the same
procedure is applied for all the crystals.
The effect of hydrostatic compression on the structural and

electronic properties of DDNP was already studied by Gong et
al.83 using first-principles calculations at the local density
(LDA) and generalized gradient (GGA) approximations. Their
structural results at zero pressure are also close to the
experimental ones; however, our presented results look better.
At the LDA/CA-PZ level of theory, there were found three
phase transitions at 10, 59, and 66 GPa, respectively.83 In
contrast, in the present work we have not detected any phase
transition around 10 GPa by using the GGA/PBE-TS/540 eV
approach. The molecular units remain in the form of DDNP at
least to 22 GPa. Also the study of crystal compression was
performed using first-principles calculations for TATB.84 It was
found that the band gap closure occurs at about 47% uniaxial
strain. The metallization point for TATB was predicted to be
120 GPa.84 In the present study we predict this value at about
140 GPa.
The calculated band gaps of the studied crystalline explosives

are gathered in Table 3 and the corresponding BS plots are
illustrated in Figure S1 in the Supporting Information. As one
can see in Table 3, the ΔEgap values vary in a rather wide range
(1−4 eV). We should stress, however, that the BS calculations
have been performed using pure GGA functional PBE, which
usually underestimate the ΔEgap values. Much closer to the
experimental ones are the band gap values, which are obtained
when using hybrid exchange-correlation functionals, in
particular, HSE06.85 Recently we have found that the PBE
values are about 50−60% from that of HSE06.86,87 Despite the
lower band gap values, the use of PBE functional is reasonable
because we use the same approach for all the crystals; therefore,
the obtained trend remains unchanged. Along with the band
gap values, we have calculated integrated densities of states for
the studied explosives. The corresponding plots are illustrated
in Figure S2 in the Supporting Information. At the Fermi level
this corresponds to the total number of electrons in a cell. Note
that in the pseudopotential method only valence electrons
should be taken into account. Herein, valence electrons are the

following: 2s22p2 for carbon, 1s1 for hydrogen, 2s22p3 for
nitrogen, 2s22p4 for oxygen and 3s23p5 for chlorine.
A comparison of several experimentally available crystal

habits82,88−90 with the predicted ones is presented in Figure 3.

All the rest of the calculated habits are illustrated in Figure S3
in the Supporting Information. Of course, the predicted
morphology in vacuum can differ significantly from that
obtained after recrystallization from a certain solvent. To
improve results, one should apply the recently developed
modified attachment energy method (MAE), which allows the
crystal morphology after recrystallization to be calculated.91

The search of triggering pressure is the most computationally
expensive procedure within this study. Ideally, one must
perform three trials to detect Ptrigg, but this is possible only
when the function βE has strictly linear character. The latter,
however, often is only close to linear (Figure 4, FOX-7);
otherwise, the number of trials rises (Figure 4, TATB). For the
rest of the explosives, the plots of band gaps versus pressure are
presented in Figure S4 in the Supporting Information.

Table 3. Electronic Properties of the Studied Explosives

explosive ΔEgap gap VBM CBM

DDNP 2.021 indirect Γ Y
HNB 2.447 indirect A Γ
2,3,4-TNT 2.699 indirect Z F
3,4,5-TNT 2.380 indirect Q Γ
TetNA 1.877 indirect Γ C
BTF 2.205 indirect U Γ
FOX-7 2.220 indirect D E
TNA 1.953 direct Γ Γ
TATB 2.430 indirect Z Q
NQ 3.350 direct Γ Γ
DATB 2.169 direct Γ Γ
PETN 3.993 direct Γ Γ
2,4,6-TNT 3.155 direct Γ Γ
TNAM 1.480 direct Γ Γ
TNAZ 2.208 indirect Z F
TNPC 2.098 indirect Γ Q
TNPN 1.047 direct Γ Γ
PNAZ1 2.060 direct B B
PNAZ2 2.242 indirect D A
PNAZ3 2.346 indirect L A
PNAZ4 1.665 indirect Z F
PNAZ5 2.166 indirect M L
PNAZ6 2.537 direct F F
TNE 4.289 direct G G

Figure 3. Comparison of the calculated and experimental crystal habits
for several explosives.
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Additionally, the calculation schemes of Ec together with
experimental standard solid-state enthalpies of formation are
listed in Table S4 in the Supporting Information.
The numerical values of Ptrigg, NF, Ψ, and Ec along with the

experimental values of h50 are listed in Table 4. We should
stress that the values of impact energy (in J) from refs 80−82
were converted into impact heights (in cm) in order to align
these data with the previous sets from refs 12 and 92. As one
can see in Table 4, there is a noticeable correlation of the NF vs
h50 values; the correlation coefficient R2 is 0.39 (see Figure S5
in the Supporting Information). Apart from the NF values, the
Ec and Ptrigg quantities also demonstrate trends which are
predicted in the previous section, but the R2 values are
unacceptable. Moreover, a simple correlation of h50 with the
ΔEgap values completely fails (Figure S5 in the Supporting
Information).
As a result, we have combined these four quantities together

in order to find a more accurate empirical correlation. For this
purpose we have also added melting point Tm (K). The origin
of this correction comes from local heating of a crystal

undergoing compression. Indeed, the free radicals or other
reactive species formed upon breaking of the trigger bonds can
initiate further decomposition only in the liquid or gaseous
state. Thus, in the vicinity of a contact zone the crystal should
at least melt. This means that the low-melting crystals should
be more sensitive than the high-melting ones or simply h50 ∝
Tm. The Tm values are listed in Table S5 in the Supporting
Information. In this approach, the obtained correlation
produces the complex sensitivity function Ω, which can be
expressed as in eq 8:

Ω =
Ψ ⎜ ⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝
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⎠
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N

P E
exp

1000
exp

100
m

F

trigg c
2

7
(8)

Remarkably, the correlation of Ω and h50 is much better with
the correlation coefficient R2 = 0.83.
As one can see in Figure S5, the correlation of zero band gaps

exhibits a similar R2 value with the same correlation of Ptrigg
values. We should stress, however, that the Ptrigg values for
PETN, TNAZ and TNE poorly fits the general trend (Figure
S5 in the Supporting Information). After removing these values
from the correlation the resulting R2 becomes 0.34. In contrast,
the ΔEgap values exhibit a uniform dispersion. The correlation
of Ω with the experimental h50 values is presented graphically in
Figure 5. On the basis of Ω values we have obtained theoretical
impact sensitivities (h50

theor), which can be simply calculated using
the following regression equation:

= Ω −h 5.018 36.860theor
50 (9)

For the correlation of h50
theor and h50

exper we have calculated several
statistical functions including standard deviation (SD), median
(Me), and confidence interval at 99% probability; these are
presented in Figure 5.

Figure 4. Band gap as a linear (FOX-7) and nonlinear (TATB)
function of hydrostatic compression.

Table 4. Calculated data on predicting impact sensitivity

explosive h50 (cm) Ψ Ptrigg (GPa) NF (e ̅ atom
−1) Ec (kJ mol−1 atom−1) Ω

DDNP 9a 1.139 22 4.47 81.99 13.695
HNB 11a 1.248 20 5.25 112.72 10.005
2,3,4-TNT 56a 1.140 50 3.79 60.90 29.104
3,4,5-TNT 107a 1.191 40 4.00 60.48 23.399
TetNA 47a 1.248 29 4.55 77.09 16.497
BTF 53a 1.230 105 5.00 99.25 10.334
FOX-7 126b 1.132 40 4.00 38.97 27.727
TNA 141a 1.179 37 4.20 64.29 21.452
TATB 200a 1.146 86 4.00 50.59 49.066
NQ 320b 1.230 121 3.64 43.10 64.795
DATB 200a 1.231 30 4.09 59.33 37.146
2,4,6-TNT 98a 1.439 82 4.00 63.81 22.487
PETN 16b 1.154 198 4.14 75.13 24.604
TNAM 40c 1.263 90 4.00 62.79 21.169
TNAZ 13c 1.261 150 4.38 76.64 8.859
TNPC 131c 1.239 100 3.90 60.17 34.012
TNPN 40c 1.193 1 4.08 79.73 23.311
PNAZ1 66d 1.332 75 3.90 56.19 32.710
PNAZ2 265d 1.288 200 3.74 57.15 63.531
PNAZ3 46d 1.132 72 4.16 73.60 22.597
PNAZ4 265d 1.184 80 3.73 54.72 54.790
PNAZ5 165d 1.215 100 4.00 66.86 34.285
PNAZ6 125d 1.221 60 4.00 67.77 36.356
TNE 13e 1.273 154 5.10 34.41 3.076

aReference 92. bReference 12. cConverted from ref 80. dConverted from ref 81. eConverted from ref 82.
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4. CONCLUSIONS
Summing up, we have considered impact sensitivity as a
complex phenomenon with stochastic character, which cannot
be simply described by an arbitrary empirical correlation.
Meanwhile, a few solid-state parameters have been clearly
shown as functions of impact sensitivity. We speculate that the
developed approach can be extrapolated to other families of
explosives, not just for the aromatic, aliphatic, and heterocyclic
nitro and nitrato compounds studied in this work.
Thus, conception of the thermal electron excitation, which

was effectively applied earlier for the reactions between
nucleophiles and electrophiles, now involves initiation of
detonation in solids. Surprisingly, these seemingly completely
different types of reactions have similar features. In both these
types, the key point is the electronically excited state of a
molecule or molecular complex. Therefore, the problem of
initiation of detonation becomes the problem of thermal
electron excitation. In the present paper, we have described
how to reach these excited states using mechanical energy. It is
probable that the other kinds of sensitivity (shock, spark, etc.)
have a similar nature but differ only in the mechanisms of
energy transformation allowing electron excitation.
Computationally, the search of triggering pressure is rather

expensive and requires a few trials; therefore, an alternative
method for searching the Ptrigg values would be very useful. In
this context, the most promising method is one based on elastic
constants calculation. Indeed, with rare exceptions, one can
consider band gap compressibility as a linear function of
pressure. As a result, one can suggest using bulk modulus
instead of triggering pressure. This method is expected to be
simpler and faster; thus, it will be the topic of a further, more
detailed study.
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