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of these studies are of an evaluative nature and do not allow 
obtaining specific data for correcting the models.

Conducting static and dynamic analysis on a single 
model is also relevant for already developed software, which 
requires analysis of implemented solutions to improve the 
effectiveness of its support. Such an analysis should be 
carried out based on the results of failures or non-standard 
functioning of software tools recorded during maintenance. 
The research approaches and tools should be adapted to the 
simulation of the implemented software, which involves a vi-
sual check of the model for compliance with the implemented 
code, and also allows automated analysis of its static and 
dynamic properties, determining the localization of defects. 
This will reduce software maintenance costs.

2. Literature review and problem statement

When designing software systems, various approaches 
and methods are offered, which are aimed at increasing 
the reliability of software operation. Thus, to reduce the 
complexity of the developed systems, aspect-oriented pro-
gramming [1] is used, which also makes it possible to involve 
previously developed modules for their reuse. In this tech-
nological approach, modular functionality is separated from 
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Software design uses the set of tools for building and 
analyzing models which do not allow solving the complex 
problem of improving the quality of design solutions. This 
task includes not only the synthesis of the software model with 
parallelism, the detection and localization of errors for the 
correction of the model, but also the visual analysis of the model 
for the synthesis of new or corrected design solutions. The 
study object is the building and analyzing processes of software 
models with parallelism.

Techniques and a method‘s of synthesis and analysis of 
the software model with parallelism are proposed, which are 
based on the combined approach to simulation modelling of the 
systems with parallelism. The analysis of the software model 
with parallelism begins at the stage of creating and static 
analyzing component models. The proposed method provides 
dynamic analysis of component models and partial model in the 
process of assembling the complete software model.

Building of component models is carried out based on the 
rules for building PN-models, PN-templates and the principle of 
structural similarity, while their static properties are checked. 
The dynamic analysis of the component models of software 
is carried out using simulation modeling and the method of 
invariants. In process of the model assembling, the complete 
model is gradually formed by assembling it from the models of 
software components, and its dynamic properties are analyzed. 
In this case, the convolution method, the method of invariants, 
and simulation modelling are used.

Through in-depth dynamic analysis the presented method‘s 
provides an opportunity to check the static and dynamic 
properties of the studied models, which ensures an increase in 
the quality of project solutions at the software design stage. It 
can be used to reduce the cost of software development, as well 
as to analyze the developed software to improve the efficiency 
of support
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1. Introduction 

The high complexity of modern software requires a 
detailed analysis of project solutions, which calls for the 
development of software modeling approaches, methods, 
and tools [1]. In particular, the complexity of the software 
is due to the presence of explicit or hidden parallelism with 
numerous options for embedding or crossing parallel branch-
es in the model structure. This can cause errors in software 
development, which makes the design, development, and 
maintenance of software systems more expensive. To ensure 
high performance indicators of software models, along with 
structural analysis at the stage of software design, it is neces-
sary to conduct their dynamic analysis [2], which will reduce 
development time and reduce its costs.

To carry out these types of analysis, several models are 
used [3], which are built with the use of various means of 
describing models. Certain properties are analyzed on each 
of these models. The lack of a single model of the studied 
software causes difficulties, which are associated with the 
need to reconcile the results obtained on different models. 
With such an analysis, it is difficult to form a holistic view 
of the functioning of the software under the influence of 
various factors. Some models use classifiers built on the basis 
of statistical data to predict software defects [1]. The results 
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Thus, in the reviewed studies, solutions are proposed to 
increase the reliability of software functioning, when using 
which it is impossible to comprehensively solve the problem 
of detecting dynamic errors in software models and their 
localization. Also, only part of the models can be used for vi-
sual analysis of project solutions, in particular models based 
on WF-networks [5]. But they do not have the necessary 
power of visual representation of software models with par-
allelism. This leads to the need for a complex and large-scale 
analysis of the model to make corrections, which cannot be 
applied under the conditions of the implementation of mod-
ern software projects. Some modern approaches consider the 
construction of software models based on actual software 
development methods [10] or on the basis of already written 
code [6], but they cover only part of the tasks – the tasks of 
model synthesis [10] or their analysis [6]. In other works, it 
is proposed to combine model-oriented methods with well-
known software development methods [11], but they are 
based on multiple models, which significantly complicates 
the solution of the tasks.

Therefore, there is a need to develop methods that allow 
studying the behavior of software based on a single descrip-
tion (model) in any possible variants of functioning, taking 
into account obvious and hidden errors in the software. It is 
also important to solve the problems of localization of model 
areas for the analysis of detected errors and construction of 
options for their elimination.

3. The aim and objectives of the study

The purpose of this study is to improve the efficiency 
of the dynamic analysis of the combined simulation model 
of the software with parallelism. To achieve the goal of the 
current research, the following tasks were solved:

– development of a technique of localization of critical 
properties of the model in case of full coverage of all elements 
of the model with component invariants;

– determination of the features of the analysis of parallel 
processes when building simulation models, taking into 
account the context of the problems for which the model is 
being developed;

– development of the method‘s for the synthesis and 
analysis of a combined simulation model of a software system 
with parallelism based on a combined approach of simulation 
modeling of systems with parallelism and developed tools.

4. The study materials and methods

The object of our research is the process of building and 
analyzing models of software systems with parallelism. The 
subject of the study is the dynamic properties of software 
systems with parallelism and their components in the pro-
cess of assembling component models into a complete model.

Research hypothesis: when applying the synthesis and 
analysis procedure of the combined simulation model of 
software systems with parallelism, it is possible to identify 
obvious and hidden errors in the functioning of software 
components and to determine their localization.

It is proposed to use a combined approach to simulation 
modeling of systems with parallelism [12]. But its linear use 
does not always lead to the desired result. Therefore, it is 
proposed to devise a technique for solving uncertain situa-

end-to-end functionality of the developed software system. 
At the coding stage, evaluations of the metrics of linguistic 
means and topology complexity are used, a set of classifiers 
is used [1]. They make it possible to reduce the amount of 
code and improve functional decomposition. But this ap-
proach has only evaluative tools for project analysis, and also 
complicates the code and its analysis during testing [1]. The 
application of this approach covers the stages of coding and 
testing, which narrows the possibility of detecting hidden 
errors at the early stages of software design and determining 
the localization of these errors in the model. Therefore, the 
problem of synthesis of new or corrected project solutions 
cannot be solved using the considered approach.

To analyze project solutions at the software design stage, 
numerous models are used, designed to improve the quality 
of software product development. But several models are 
often built to represent different aspects of the software 
tool [3], or local models are formed that cover only certain 
characteristics of the software and do not provide means for 
visual analysis and correction of the model. In particular, 
great interest is attached to the algebra of processes, in 
which the technology of “block modeling” is used [4]. That 
makes it possible to determine the structure of the model 
and the nature of the interaction of its components at the 
upper level, and at the lower level to describe the algorithms 
for processing the workload by individual components of 
the model [4], which increases the adequacy of modeling. 
But for the dynamic and visual analysis of systems during 
their design, this tool is difficult since actions are modeled 
explicitly, and states are implicitly modeled [5]. The tasks of 
explicit representation of actions and states are solved when 
building models based on workflow networks (WF-net-
works) [5], but these networks are the most limited class of 
Petri nets. This does not allow them to be used for modeling 
software with parallelism. A more powerful class of models 
is used in [6], in which a marked system of transitions and 
a marked Kripke structure are used to build models from 
attribute-based code. This approach requires software code 
input, that is, it can be used to diagnose existing software 
and its components.

In [7], statistical models of the reliability of complex 
technical systems are built, which make it possible to deter-
mine the time dependences of the time of the studied model 
in a state of failure, but these models do not allow detecting 
areas associated with failure. Models are also being devel-
oped [8], which are used to assess the quality of current 
software characteristics. But the evaluation characteristics 
do not allow their use for error localization and correction of 
models of the evaluated software.

Instead, in the models of sustainable computing [9], the 
criteria of stability of critical applications are considered, 
as well as the search for hidden errors is carried out. But in 
these studies, only part of the external influences is consid-
ered – from natural disturbances, which limits the options 
for analyzing the functioning of software models.

Study [10] considers the construction of a software mod-
el based on component-oriented modeling but does not pro-
pose a holistic approach that would allow solving not only 
the problem of synthesis but also the problem of analyzing 
the software model. Paper [11] proposes a combination of 
model-based engineering and component-oriented software 
engineering. It is aimed at overcoming the problem of the 
complexity of modern software systems, but the authors use 
several models, which causes difficulties in their combination.
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tions in the problem of localization of critical model proper-
ties, a model correction technique in the analysis of partially 
connected parallel processes, and the method‘s in which the 
proposed techniques will be used.

In order to increase the effectiveness of the combined 
approach to simulation modeling of software with parallel-
ism [12], it is necessary to take into account the peculiarities 
of the construction and dynamic analysis of simulation mod-
els of software components when developing the method‘s for 
the synthesis and analysis of a combined simulation model 
of a software system with parallelism. Also, the method‘s 
should take into account the peculiarities of the study of 
static and dynamic properties of components on artificially 
closed models. The procedure must be adapted to the limita-
tions of the dimensionality of the invariant method [13]. Our 
theoretical research used:

– the theory of formal languages of Petri nets [14], which 
formed the basis of tools for forming a simulation model of a 
system with parallelism, including PN-patterns [15], which 
increase the efficiency of building models;

– the architecture of the combined approach to simula-
tion modeling of systems with parallelism [12];

– the principle of structural similarity [12], which allows 
the researcher to understand the logic of errors and changes 
when correcting the model;

– a technique for synthesizing software component mod-
els [15], which makes it possible to observe static proper-
ties [16] when building a component structure from PN-el-
ements and PN-patterns, to display on this structure the 
peculiarities of the functioning of the model using dynamic 
labels;

– dynamic properties of liveliness, limitation, repeat-
ability, preservation, conflictlessness, and controllability [2] 
of software models and their components, compliance with 
which will ensure the expected functioning of the models;

– the method of invariants, which makes it possible to 
calculate T- and S-invariants and determine by their ele-
ments whether the dynamic properties of the studied model 
are observed;

– a technique for assembling a software model from mod-
els of its components and using the convolution method [17], 
which is presented and illustrated in [18].

Convoluting the sections of component models makes it 
possible to reduce their dimensionality due to linear sections 
and sections without critical properties. This provides an 
opportunity to apply the invariant method not only for dy-
namic analysis of software component models but also for in-
depth dynamic analysis of partial and full software models.

To build and conduct an in-depth analysis of software 
models, a combined approach to simulation modeling of 
systems with parallelism is proposed [12], which involves 
building a model of a software tool based on a Petri net. 
The specified model has an unambiguous mathemati-
cal notation, which allows analyzing static and dynamic 
properties analytically. Also, the model is built according 
to the principle of structural similarity, which allows for 
visual analysis during the construction of the model and 
its simulation modeling. This is important [12] both when 
designing software components and when assembling them 
into a complete software product, as well as when analyzing 
the implemented software.

But with the linear application of the combined ap-
proach, it is not always possible to determine the localization 
of the critical elements of the model. Therefore, this paper 

proposes a procedure of synthesis and analysis of a combined 
simulation model of a software tool, which uses a technique 
that involves simulation modeling to detect “surface” errors 
and build a matrix description of the model. The matrix de-
scription allows for an in-depth analysis of the model based 
on the verification of dynamic properties: liveliness, safety 
(limitation), repeatability, preservation, conflictlessness, 
and controllability [2].

The proposed procedure is based on the architecture of a 
combined approach to simulation modeling of systems with 
parallelism [12], which involves the use of tools based on 
formal languages of L-type Petri nets with G-type language 
elements [14]. The choice of an L-type formal language is due 
to the fact that it is closed with respect to merging, parallel 
composition, and regular substitution, which is very import-
ant for software modeling problems.

Complementing the formal L-type language with ele-
ments of the G-type language allows working with interme-
diate markups when analyzing the model. Also, the use of 
G-type language elements provides an opportunity to ana-
lyze the local components of the model and the correctness of 
their merging into partial sub-models, which, upon further 
assembly, make up a complete model of the software tool.

5. The results of research on improving the efficiency 
of dynamic analysis of software system models with 

parallelism

5. 1. The technique for determining the localization of 
critical properties of the model in non�obvious cases

In the combined approach to simulation modeling of sys-
tems with parallelism, it is assumed to build a model based 
on Petri nets, which are described in the formal language 
of L-type Petri nets with G-type language elements [14]. 
To localize critical properties in systems models with par-
allelism, T- and S-invariants are used, as well as the rank 
of the incidence matrix W. The vertices associated with 
critical properties (violation of liveliness, limited, repeat-
ability, preservation, conflictlessness) are indicated by the 
coverage of certain elements of T- and S-invariants only 
by zero values. Non-observance of the complete controlla-
bility property is indicated by a violation of the equation 
rang(W)=min(|T|,|S|) [2]. 

The rank of the incidence matrix W makes it possible, in 
addition to the dynamic properties, to determine the com-
plete or incomplete controllability of the model, which in 
practice means the predictable or incompletely predictable 
functioning of the model. When determining the incomplete 
controllability of the model by the rank of the incidence 
matrix, in cases of complete coverage by the elements of the 
invariants of all components of the model [13], there is a need 
to determine the localization of logical errors in the elements 
of the model. The proposed technique makes it possible to 
determine the elements of the model that provoke incom-
plete controllability, guided by the markings specified in the 
S-invariants and simulation modeling of the studied model.

In the test model (Fig. 1) with the initial markup 
μ0=[1 0 0 0]T, the properties of liveliness, limitation, and 
repeatability (according to the T-invariant), properties of 
preservation and conflictlessness (according to the S-in-
variant) are observed. But the rank of the incidence matrix 
rang(W)<4 [13] indicates the possibility of unpredictable 
functioning of the model.
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To determine model vertices that cause unpredictable 
behavior, we use the following technique. When setting the 
initial markup indicated by the S-invariant S=[5 2 1 1]T and 
conducting a simulation experiment using sequences differ-
ent from the counter of transitions vertices displayed by the 
T-invariant, we arrive at the markup μ53=[0 0 0 31]T, which 
makes it possible to discover a hidden dead end.

According to this marking, the localization of the dead 
end is determined, which is obviously related to the vertices 
of the place p4. In this vertex, there is an accumulation of 
labels, which leads to the appearance of a deadlock.

5. 2. Peculiarities of the analysis of parallel processes 
when building models of systems with parallelism

The general logic of the functioning of the modeled 
system should be supplemented by an analysis of the tasks 
solved by this system. Some features of the model cannot be 
detected when using a combined approach [12].

For example, in Fig. 2 shows a version of the functioning of 
the model, which reflects the execution of three tasks, which 
does not depend on the order of their execution. The model 
variant (Fig. 2) does not have critical properties that indicate 
the need to correct the model. But, when there are restrictions 
on the functioning of the modeled system, for example, it is 
necessary that some task B be performed only after the task A 
is performed, the analyzed model needs to be corrected. One 
of the variants of such a correction is shown in Fig. 3.

Fig. 2. Model with nondeterministic order of task processing

Fig. 3. A model with a partially ordered order of task processing 

Thus, this analysis of the software system model should 
be carried out not only with the use of simulation modeling 
since formally the first model (Fig. 2) corresponds to dy-
namic characteristics. To find out the specifics of the task, 
it is necessary to analyze the business processes and their 
limitations reflected in the model. The example (Fig. 3) shows 

the process of taking into account the limitation in the order 
of tasks. To take it into account, it is necessary to display the 
partial dependence of the order of tasks in the model. In order 
to effectively solve such problems, a deeper analysis of the 
features of the model’s functioning is required in terms of the 
implementation of the functioning of each of the business pro-
cesses that are provided for by the conditions of the problem.

5. 3. Method‘s of synthesis and analysis of a combined 
software simulation model with parallelism

Our procedure of synthesis and analysis of the combined 
simulation model of software with parallelism is aimed at 
increasing the efficiency of dynamic error detection in models 
of software systems with parallelism and models of their com-
ponents. It also makes it possible to determine the elements 
of the models with which the identified errors are associated. 
The method‘s devised has a number of stages (Fig. 4). At the 
initial stage of construction, the software model is represented 
as a “black box”. This makes it possible to focus on the input 
parameters for the current simulation, as well as the output 
parameters and/or system properties that are expected to be 
obtained or need to be verified. Input parameters can be di-
vided into initial parameters and control signals. Directly set 
initial parameters are used to run the model, this is the initial 
markup. Control signals or data from external systems, the 
arrival of which occurs under an asynchronous mode and is 
modeled by the corresponding parameters in the control vec-
tors ,iX  are used to study external influences on the dynamic 
properties of the model. Therefore, the “default” mode is pro-
vided for the vertices of the model, where the control vectors 
can be configured. This mode at the initial stage of modeling 
makes it possible to build and debug a model without control 
influences or with deterministic (preset) control influences.

To form the structure of the model of the software tool 
with parallelism, the principle of “block modeling” is used, 
which is also used in process algebra [4]. This principle is 
the basis for component-oriented modeling [10], according 
to which an architectural solution is built. This decision 
reflects the division of the model into components and the 
determination of the general order of their interaction. At 
the lower level of the structural structure, the implementa-
tion model of each component is described in detail, which is 
close to the algorithmic description.

The proposed procedure of synthesis and analysis of 
the combined software simulation model allows for a step-
by-step description [18] and automated analysis of such 
solutions [13] to check the dynamic properties of the model 
under study and its correction. This is the principle of block 
modeling, used in process algebra [4] and hierarchical Petri 
nets [16, 19]. It makes it possible to organize step-by-step 
detailing of the model in the modeling process, as well as 
the reverse process of convolution of the model components, 
which creates favorable conditions for the analysis of a par-
tially assembled model by the invariant method.

The closed nature of formal languages of Petri nets to 
finite substitution [14] creates a favorable basis for the use of 
PN-patterns [15] and enlarged submodels in the synthesis of 
models. This speeds up the construction of the model and its 
visual inspection, for example, for the presence of “hanging” 
vertices. Solvability of analysis problems by the invariant 
method for restricted Petri nets without loops [2] and with-
out inhibitory arcs [20, 21] allows for automated analysis 
of submodels built on their basis and partially connected 
models of software tools with parallelism.

Fig. 1. Test model with hidden dead end [13]
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At the initial stage, input data is formed for the applica-
tion of the proposed method‘s. The goals and objectives of 
model research, the formation of requirements for the model 
and the preliminary architectural solution are determined. 
Before starting the construction of the model, it is neces-
sary to clearly formulate the purpose and tasks of the model 
research, analyze its features, and form an architectural 
solution:

0.1) conduct an analysis of the goal and tasks, determine 
the formalized requirements for the model, carry out their 
decomposition, the result of which will be a preliminary 
description of the components;

0.2) form a preliminary model of the architecture and/
or select an appropriate architectural pattern in which to 
define the basic components and relationships between the 
components of the model.

At the first stage, a detailed representation of the model 
and debugging of its elements (Petri net elements and pat-
terns) is built. When building submodels, it is necessary to 
step by step detail the solution, which involves:

1.1) step-by-step construction of submodels (model com-
ponents) and, if necessary, their decomposition; when detail-
ing submodels, it is worth determining the degree of decom-
position, which depends on the complexity of the system, 
which is important for complex systems with parallelism; at 
this stage, we take into account the features of model refine-
ment, considered in clause 5.2;

1.2) description of submodels of formed components us-
ing PN-patterns and elements of combined Petri nets; when 
building submodels, the static properties of Petri nets are 
checked, which contributes to the ongoing elimination of 
errors and inaccuracies;

1.3) correction the characteristics of the model elements 
and applied patterns, visual analysis of the logic displayed in 
the submodel and establishing the initial markup.

At the second stage, simulation modeling and invariant 
analysis of dynamic properties of submodels are carried out:

2.1) simulation modeling of the submodel with initial 
settings and initial marking; if necessary, making changes to 
the settings and markup of the submodel;

i

Fig. 4. Activity diagram of the method‘s of synthesis and analysis of the software tool model with parallelism
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2.2) formation of a matrix description of the built sub-
model and calculation of invariants;

2.3) analysis of invariants, if necessary – making chang-
es to the structure of the submodel/partial model and/or 
changing its initial settings;

2.4) repeated simulation modeling of the submodel and 
verification of its expected functioning under different work 
scenarios (using initial and intermediate markings)/simu-
lation modeling of a partial model with different markings;

2.5) if there is a need to correct the submodel/partial mod-
el, return to the beginning of the second stage, i. e., step 2.1.

After the successful completion of the simulation model-
ing of the submodels, the system model is recomposed with 
parallelism [22, 23] and the intercomponent relationships 
are analyzed. To do this, we begin to assemble a model from 
the most complex submodel [24], to which, by sequential 
addition, we connect one adjacent submodel at a time and 
carry out their simulation modeling and analysis of invari-
ants (Fig. 4).

If the architecture of the system is complex, then the 
recomposition of the model begins with the most complex 
submodel in each architectural component of the upper 
level [24]. At the next stage, we combine the formed and 
debugged components and, as a result, conduct a simula-
tion of the entire model of the software tool. Thus, when all 
submodels are formed, assembling a software model with 
parallelism involves:

3.1) step-by-step recomposition of a partial model from 
submodels, taking into account inter-component connec-
tions in the system and external influences (in settings);

3.2) simulation modeling of assembled model compo-
nents after each connection of a new submodel to a partial 
model;

3.3) in the event of conflicting situations during model-
ing (suspensions or clearly exceeded operating time of the 
model), preparation for the analysis of a partial model by 
its convolution to reduce the number of its elements pi and 
ti to 40–45 (the maximum dimension of the incidence ma-
trix W) [13, 25] thanks to the convolution of the elements of 
the detailed representation of adjacent submodels [17] and 
the formation of a partial model for analysis;

3.4) formation of a matrix description of the constructed 
partial model and calculation of invariants;

3.5) analysis of invariants, if necessary, making changes 
to the structure of the partial model and/or changing its 
initial settings;

3.6) re-starting the simulation of the partial model and, 
in case of its successful completion, moving to the next stage 
of recomposition (3.1).

The final stage of model research is simulation modeling 
of it in a fully assembled form. During simulation, it is pos-
sible to control the main scenarios of use of the developed 
software model and the liveliness of its elements in these 
scenarios. A deeper analysis of the model is carried out on 
the basis of a matrix representation of its final recomposi-
tion. T- and S-invariants are calculated using the method of 
invariants, which determine the properties of reachability, 
repeatability, limitation, preservation, and conflictlessness. 
We also calculate the rank of the model’s incidence matrix, 
which determines the controllability property. This property 
indicates the possibility of sequentially changing the mark-
ings from the initial one to the one determined in accordance 
with the researched tasks [26], and the subsequent cor-
rect (predictable) continuation or completion of the model.

This procedure is expected to be used under condi-
tions where all elements of the invariants are covered by 
non-zero values, and the rank of the incidence matrix is 
rang(W)<min(|T|,|P|). In this case, we determine the dif-
ference between min(|T|,|P|) and r rang(W), if (rang(W) – 
min(|T|,|P |)=1, we apply the technique of determining criti-
cal properties described in clause 5.1. If the specified method 
indicates the vertices of the artificial closure of the model 
(for the calculation of invariants), then it is necessary to 
continue the assembly of the partial model. This is due to the 
peculiarities of the artificial closure of the partial model [18], 
which can cause a slight decrease in rang(W).

Using the example of the software model of the micros-
ervice of video calls from work [18], the static and dynamic 
analysis of the initial model is illustrated, which was divided 
into three submodels, as well as the process of gradual assem-
bly of the model with verification of the dynamic properties 
of the partial and final models.

The initial microservice model had a dimensionality of 
|T |=31, |P |=24. During its construction and initial simulation 
modeling, the static properties of the model were checked. 
According to the results of the dynamic analysis, the verti-
ces associated with the violation of the dynamic properties 
were detected. In two peaks of the transitions, a violation 
of the liveliness property is observed; in the two vertices of 
places – violation of the preservation property. For further 
analysis, the model was divided into three component mod-
els (submodels). The first submodel reflected the processes 
of preparing for a video communication session, the second – 
the processes of processing erroneous user requests, the 
third – the processes of making a video call.

During the analysis of the first submodel, vertices as-
sociated with the violation of the liveliness property were 
found. According to the results of re-analysis of the correct-
ed first submodel, compliance with the dynamic properties 
of liveliness, repeatability, limitation, and preservation was 
confirmed.

In the second submodel, duplication of function was found. 
After eliminating the detected errors, the number of its ele-
ments decreased from 26 (|T |=16, |P |=10) to 22 (|T |=14, |P |=8), 
i.e., by 15 %. The invariant analysis of the corrected second sub-
model confirmed its compliance with the dynamic properties of 
liveliness, repeatability, limitation, and preservation.

The third submodel in the invariant analysis showed 
compliance with all dynamic properties. In the process of 
assembling the model from submodels, certain areas of the 
submodels were convoluted, which ultimately led to a re-
duction in the dimensions of the microservice model from 
33 vertices to 55, i. e., by a third. It also corresponds to the 
properties of liveliness, repeatability, limitation, preserva-
tion and full controllability, which increases the quality of 
project solutions.

During the study of submodels, violations of the rank 
indicators of the incidence matrix were observed, that is, 
rang(W)<min(|T |,|P |), which was caused by the artificial 
closing of submodels for the purpose of calculating their 
T- and S-invariants. When assembling a partial model from 
submodels, the rang(W) values approached the values of 
min(|T |,|P |) to which they should correspond. When analyz-
ing a complete microservice model rang(W)=min(|T |,|P |), 
which corresponds to full controllability of the model. The 
solution obtained on the model [18] can be used to increase 
the reliability of the functioning of the studied software im-
plementation of the microservice of video calls.
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6. Discussion of the research results of synthesis and 
analysis of the combined simulation model of software 

systems with parallelism

When building and analyzing models of systems with 
parallelism, there are cases in which the application of a 
combined approach to simulation modeling of systems with 
parallelism [14] should be carried out with the involvement 
of a technique of solving the problem of error localization in 
uncertain cases. This happens when all elements of the mod-
el are covered by non-zero elements of T- and S-invariants, 
but the rank of the incidence matrix is less than the mini-
mum power of one of the sets of vertices of the Petri net [2]. 
Such a case indicates the incomplete controllability of the 
built model, while it is impossible to clearly determine which 
vertices of the model lead to its incomplete controllability 
based on the invariants. To solve this problem, this paper 
proposes a technique that uses simulation modeling with 
a markup that corresponds to one of the S-invariants, but 
violates the sequences displayed in the T-invariant, as shown 
in Fig. 1. The final marking obtained during simulation 
modeling indicates the critical vertices.

It is also important to take into account partial depen-
dences between processes and their permanent or temporary 
nature when building or correcting a system model with 
parallelism (within the proposed approach [12]). Therefore, 
in the process of building and preliminary analysis of the 
software model, it is necessary to take into account the con-
text of the tasks it solves because it affects the way the model 
is built, as shown in Fig. 2, 3. Such an analysis is complexly 
formalized and is not performed under an automated mode, 
but the obtained solutions can be checked using a combined 
approach [14].

To combine the combined approach to simulation model-
ing of systems with parallelism and techniques of error local-
ization in uncertain cases and construction (correctment) of 
the researched model, a procedure of synthesis and analysis 
of the combined simulation model of software with parallel-
ism has been developed. Important when using this proce-
dure is the formation and analysis of a simulation model on 
a single representation, which is displayed by a Petri net and 
uniquely described mathematically [12]. This simplifies the 
analysis of a partial and final model of a software tool [18] 
in comparison with procedures that use several models with 
different means of description to check certain groups of 
properties [3].

When assembling a software model from submodels of its 
components, the dimensionality of the resulting partial mod-
el increases rapidly. This complicates the application of the 
invariant method, as demonstrated by the example in [18]. 
To reduce the dimensionality of the model, the convolution 
method [17] is used, which makes it possible to leave essen-
tial elements related to parallelism in the model.

As a result of the complex solution of the task of re-
searching the static and dynamic properties of the com-
bined simulation model of software systems with parallel-
ism, a procedure of synthesis and analysis of the model of 
the software tool with parallelism was developed (Fig. 4). 
The proposed procedure is based on a combined approach, 
which allows combining the advantages of simulation 
modeling and analytical research to identify explicit and 
hidden dynamic errors. It also uses additional proposed 
techniques of synthesis and analysis of software models, 

which make it possible to expand the options for applying 
the combined approach to simulation modeling of systems 
with parallelism.

The limitations of the proposed method‘s primarily in-
clude the dimensionality of the studied models, which, as in 
the combined approach to simulation modeling of systems 
with parallelism, can be no more than 40‒45 elements of the 
largest set of sets of vertices P or T (max(|T |,|P |) [12].

Another important limiting aspect of the analysis 
of the model with parallelism is taking into account the 
peculiarities of the problems solved by the model. Thus, 
when analyzing the main conflict situations, the model 
should pay attention not only to the general logic of the 
simulated system but also to the specifics of the tasks 
solved by this system, for example, as shown in Fig. 2, 3. 
Such features cannot be detected automatically by the 
presented procedure.

The disadvantages of the proposed procedure include 
the sometimes rather complex construction of submodels. 
The construction process is partially simplified by the use 
of PN-patterns and models of reusable structures that have 
successfully passed the analysis of dynamic properties. It is 
also difficult in some non-linear cases to use the convolution 
method.

It is promising in the continuation of this study to 
simplify the construction of submodels, to expand the 
toolset for building models with elements of time [27] and 
color [28] Petri nets. Also among promising tasks is the 
representation of templated solutions for correcting models 
after detection of dynamic errors, automation of model 
construction during the analysis of implemented software 
components.

The proposed method‘s of synthesis and analysis of a 
combined simulation model of a software system with paral-
lelism may be of interest to specialists such as Analyst, Solu-
tion Architect, Application Architect, Software Engineer, 
System Designer, Backend Developer, etc. The method‘s 
can also be used to diagnose implemented software; it can 
be used by Performance Engineers and Technical Support 
Engineers.

7. Conclusions 

1. In order to identify the localization of errors in the 
software model in the case of full coverage of all model el-
ements by invariants, the use of simulation modeling with 
markings indicated by the obtained S-invariants is implied. 
During the gradual assembly of components into a complete 
model, the use of both visual assessment and simulation 
modeling of Petri nets, and analysis based on the invariant 
method is implied. This makes it possible to check the pro-
posed solutions, which ensure an increase in the quality of 
the obtained model of the software tool.

2. Building a software model with parallelism based on 
the toolkit of a combined approach to simulation modeling 
of systems with parallelism is complexly formalized. It can 
be partially automated by using PN-patterns and individual 
previously analyzed components. But when building a soft-
ware model with parallelism, you need to take into account 
the context of the tasks it solves, as it affects the way the 
model is built. The models synthesized in this way can be 
checked using the proposed method‘s.
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3. For a complex solution to the problem of synthesis and 
analysis of systems with parallelism, a method‘s of synthesis 
and analysis of software system models is proposed. It is 
built on the basis of a combination of error localization 
techniques in uncertain cases and construction (correc-
tion) of the researched model with a combined approach 
to simulation modeling of systems with parallelism. Its 
application makes it possible to implement an effective 
mechanism for detecting dynamic errors, including cases 
in which the invariant method does not give clear results. 
It also makes it possible to increase the efficiency of model 
correction, which is important in terms of software de-
sign. The devised method‘s of synthesis and analysis of the 
combined simulation model of software with parallelism 
can be used at the software design stage, as well as at the 
stage of diagnosing errors in the implemented software.
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