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A unified model of impact sensitivity of metal
azides†

Sergey V. Bondarchuk

A comprehensive theoretical study of 18 metal azides is reported. Herein, the first theoretical model of

impact sensitivity is developed which can safely distinguish sensitive and insensitive (alkali) metal azides.

The model includes four solid-state criteria and three features of isolated atoms and molecules. Using

ten azides with experimentally known crystal structures, we obtained the values of sensitivity function O

which correlates well (R2 = 0.91) with experimental impact energies. When three azides with a predicted

crystal structure are added, the correlation becomes slightly poorer (R2 = 0.84), but it still predicts alkali

metal azides to be insensitive. Thus, the impact energies for sensitive azides lie in the range of 1–16 N cm�2,

while the predicted values for alkali metal azides lie in the range of 40–87 N cm�2. Theoretical background

for the proposed model of impact sensitivity is discussed in the paper.

Introduction

Despite the fact that a huge body of literature is dedicated to the
problem of impact sensitivity, this phenomenon still remains to be
a serious challenge for theorist who work in the field of high-
energy density materials (HEDMs). Recent interest in the nitrogen-
rich HEDMs including both the covalently bound1–4 and
molecular5,6 crystalline materials requires a somewhat different
approach for quantifying impact sensitivity than that based on
the estimation of the molecular features.7–11 Often, a simple look
of a skilled chemist at a molecular structure of a HEDM can
provide some insight into the degree of its impact sensitivity.
Thus, analyzing the structure of a HEDM, one should pay atten-
tion to the presence of: (i) strong electron-withdrawing groups
(NO2, ONO2, NHNO2, N(NO2)2, etc.); (ii) strained cycles, bonds,
and cages; (iii) localization or delocalization of the electron
charge; (iv) intramolecular hydrogen bonding; (v) resonance
stabilization, and so forth. No doubt, the presence of the above-
mentioned structural factors should destabilize the molecule and,
as a result, make it more sensitive to impact loadings or any other
external energetic perturbations. But what can we say about the
mechanism underlying impact sensitivity and what is the role of
structural factors? This puzzle remains to be unsolved.

One of the main problems of the molecular approach in
studying impact sensitivity is that the real samples are solid

crystalline materials, not isolated molecules in a vacuum.
Therefore, a number of very important properties cannot be
taken into account since these are the features of solid state
only. Of course, the molecular properties, like bond dissociation
energies or topological parameters, and the presence of exploso-
phores affect impact sensitivity more than the crystalline param-
eters do. But the calculations of an isolated molecule are
reasonable only for molecular crystals, when a molecule can
serve as a representative of the whole material. In the case of
ionic systems (metal azides), the calculation of crystals is the only
way towards a physically reasonable modeling of the substance.
Moreover, the presence of defects, like impurities or voids, will
also affect impact sensitivity, but these factors have mainly
stochastic nature and cannot be unambiguously estimated within
first-principles calculations of crystals.

Thus, a natural drawback of the molecular approach is
polymorphism of crystals. It is known that different crystalline
forms of hexahydro-1,3,5-trinitro-1,3,5-triazine (RDX) and octahydro-
1,3,5,7-tetranitro-1,3,5,7-tetrazocine (HMX) have different impact
sensitivity.12–15 Another example of such drawbacks is impact
sensitivity of phenyl diazonium chloride and tetrafluoroborate,
which have the same organic fragment and differ only in the
nature of the anions. Recently, we have rationalized their differ-
ent response to impact by the values of metallization point and
stored energy content.16 Zhu and Xiao proposed earlier that the
band gap of an explosive can serve as a criterion of impact
sensitivity.17–19 Indeed, the electron occupation of the conduc-
tion band can lead to bond breaking and the corresponding
formation of free radicals or other reactive species, since the
virtual orbitals forming the conduction band usually have anti-
bonding character with respect to most of the bonds.20,21 But
this oversimplified approach is scarcely applicable because the
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values of the band gaps are generally too high to allow an
effective thermal occupation of the conduction band.

It is well known, however, that crystal compression results in
closure of the band gap. This occurs when the concentration of
matrix atoms reaches a critical value given by the theories of
Herzfeld, Mott, Hubbard, Edwards, Sienko and others.22 On the
other hand, decreasing of the band gap yields increased sensi-
tivity according to the principle of the easiest transition of
electrons (PET).23 Thus, the effect of hydrostatic compression on
the electronic properties of 2-diazo-4,6-dinitrophenol (DDNP),24

RDX,25 HMX,14,26 1,3,5-triamino-2,4,6-trinitrobenzene (TATB)27,28

and nitromethane (CH3NO2)29 has the same nature and leads to
narrowing of the band gap. Zhu and Xiao reported, however, that
the band gap can demonstrate flat regions (AgN3)30 or even
increase (NH4ClO4)31 with increased external pressure. In our
recent study of a series of C–H–N–O–Cl explosives, we have found
that the response of the band gap to hydrostatic compression has
generally linear character with different slopes.32 The latter
determines the so-called band gap compressibility (bE), which
is particular for each single explosive, eqn (1).32

1

bE
¼ Pmetal

DEgap

� �
¼ tan a; (1)

where Pmetal (GPa) is the value of external pressure corresponding
to DEgap = 0 eV (metallic state).

In the general case, it is not necessary to compress the
crystal up to the metallic state, since at 298 K, a noticeable
thermal occupation of the conduction band starts when the
band gap is decreased at least to 1 eV.33,34 Thus, instead of the
metallization point, one should find the so-called triggering
pressure (Ptrigg), which corresponds to the 1 eV band gap in a
solid.32 Computationally, this procedure is rather expensive,
since the bE is unknown; as a result, a few trials are mandatory
to search for a Ptrigg value. In the present report, we have tried to
replace the band gap compressibility with the crystal compres-
sibility (b) or bulk modulus (B = 1/b). Indeed, it was proposed
earlier that the position of the metallization point (assuming
the Ptrigg values too) depends on the mechanical properties
of a crystal.22 For example, in a covalently-bound solid, which
possesses sp3 hybrid orbitals (like diamond), the energy W
needed to close the gap can be expressed as the following
eqn (2):22

W = ky/4, (2)

The force constant ky is then found as in eqn (3):

ky ¼
3l3

8
C11 � C12ð Þ; (3)

where l is the bond length (Å); C11 and C12 are the corres-
ponding elastic stiffness constants (GPa). An analoguous
analytical expression for the low-symmetry molecular or ionic
crystals is expected to be very complex. Nevertheless, a correla-
tion should exist between the crystal compressibility and the
triggering pressure.

To check this hypothesis, we have studied structural, electronic
and mechanical properties of 18 sensitive and insensitive metal

azides with experimentally known as well as predicted in this
work crystal structures; many of these species are well-known
primary explosives.35 The choice of these materials was inspired
by the fact that metal azides were extensively studied both
experimentally36–43 and theoretically44–49 and particular atten-
tion was paid to the band structure calculations and correlation
of the band gap values with impact sensitivity (see, for example,
review ref. 19). On the other hand, to the best of our knowledge,
a unified theoretical model of impact sensitivity being able
to distinguish sensitive and insensitive metal azides was not
reported so far.

Computational details

The calculations presented herein were performed in terms of
density functional theory (DFT)50 within the generalized gradi-
ent approximation (GGA). All the calculations were carried out
with Cambridge Serial Total Energy Package (CASTEP) code51 as
implemented in the Materials Studio 7.0 suite of programs.52

Norm-conserving pseudopotentials (NCP)53 have been applied
during the calculations, which provides the lattice parameters
being much closer to the experimental ones, especially com-
pared with those obtained using ultrasoft pseudopotentials
(USP).54 Within this formalism, the states N-2s22p3, Cu-3d104s1,
Pb-5s25p65d106s26p2, Hg-5d106s2, Ba-5s25p66s2, Sr-4s24p65s2,
Ca-3s23p64s2, Ag-4s24p65s14d10, Tl-6s25d106p1, Ni-3s23p64s23d8,
Co-4s23d7, Mn-4s23d5, Cs-5s25p66s1, Rb-4s24p65s1, K-3s23p64s1,
Na-2s22p63s1 and Li-2s1 were treated as the valence electrons.
The exchange–correlation functional due to Perdew–Burke–
Ernzerhof (PBE)55 was applied entirely. In the case of a-NaN3,
the band structure calculations were also performed using a
hybrid functional HSE06.56 For the GGA/PBE approach, the
long-range effects have been taken into account using the
Grimme form of the damped C6 term.57 The following extra
parameters of van der Waals force field have been applied:
Pb (C6 = 654.6280 eV Å6, R0 = 1.9440 Å), Hg (C6 = 594.5360 eV Å6,
R0 = 1.7580 Å), Ba (C6 = 2352.6270 eV Å6, R0 = 1.7620 Å), Tl
(C6 = 593.3959 eV Å6, R0 = 1.9890 Å) and Cs (C6 = 3267.5951 eV Å6,
R0 = 1.8020 Å).

The electronic wave functions were obtained by the density-
mixing scheme58 (for PBE) and preconditioned conjugate
gradients method (for HSE06).59 Thereafter, these were expanded
in a plane wave basis set with an energy cutoff equal to 900 eV
(66.1 Ry) for the cell relaxations and elastic constant calcula-
tions and 1000 eV (73.5 Ry) for band structure calculations. The
finite basis set correction was also included entirely. Optimiza-
tions of the asymmetric cells were performed by means of the
Broyden, Fletcher, Goldfarb and Shannon (BFGS) method.60

Sampling of the Brillouin zone was performed using k-point
grids generated by the Monkhorst–Pack algorithm. Separation
of k-points was set to be 0.08 Å�1 for cell optimizations and
elastic constant calculations and 0.05 Å�1 for all the rest of the
calculations. Convergence criteria of the total energy were
specified to 5 � 10�6 eV atom�1 in the SCF calculations and
1 � 10�6 eV atom�1 during the fixed geometry calculations.
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The remaining convergence quality parameters are the
following: force (0.01 eV Å�1), stress (0.02 GPa) and displace-
ment (5 � 10�4 Å).

Crystal habits were obtained using the attachment energy
method61 on the basis of crystal graph calculations with maxi-
mum Miller indices (3 3 3). The calculations of energy content,
chemical hardness and electron affinities were based on ener-
gies obtained with the DMol3 code62 as part of the Materials
Studio 7.0 program suite.52 This allows calculations of both the
isolated species and periodic solids to be performed within the
same approach. Thus, we have applied all electron calculations
with the PBE/DND (for energy content) and B3LYP/DND (for
chemical hardness and electron affinity) approach including
scalar relativistic effects.62,63

Results and discussion
Theoretical background

Recently, we have introduced a dimensionless sensitivity function
O, which is proportional to impact energy or the h50 values.32

This function is expressed by an empirical model comprising
four complementary solid-state criteria of impact sensitivity,
namely, triggering pressure, average number of electrons per
atom NF (atom�1), crystal habit sphericity (C), energy content
(Ec, kJ mol�1 atom�1) and melting point (Tm, K) eqn (4).32

O ¼ CTm
2

NF
7
exp

Ptrigg

1000

� �
exp � Ec

100

� �
(4)

The C quantity can be expressed as the following eqn (5).

C ¼ Scryst

62=3Vcryst
2=3p1=3

(5)

where Scryst (Å2) and Vcryst (Å3) are the surface and volume of a
crystal habit obtained by means of the crystal growth morphology
calculations.

The crucial point in the proposed theoretical model is the
thermally induced electron transfer from the valence to a
conduction band. In contrast to the gaseous and liquid-phase
reactions, where the formation of the excited triplet states can
be promoted by an external perturbation (e.g., paramagnetic
species),33 in solids, the formula units are fixed at the equilib-
rium positions and the molecular motion is restricted only by
small displacements. Therefore, zero-pressure band structures
of molecular crystals usually demonstrate flat bands assuming a
weak intermolecular interaction. At high pressures, this inter-
action becomes stronger and the bands appear more curved.
Thus, since the compression of a crystal causes simultaneous
decreasing of the band gap and increasing of the temperature
due to the plastic deformation and friction, the thermal electron
occupation of the conduction band becomes possible.

The role of electronic excitations in initiation and propaga-
tion of detonation waves in solids was proposed by Williams in
1971.64 Wu et al.27 proposed that an indicator of metallization
is the size of the band gap at typical detonation pressures. We
have found, however, that detonation pressures of most explo-
sives reduce the band gap approximately to 1 eV,32 but as we

have mentioned above, such gap is enough to allow the thermal
electron transition. But how can an impact loading compress a
crystal to such high pressures? To answer this question, one
needs to consider this process at a microscopic level. Normally,
the hammer surface is not ideally flat. As a result, only small
restricted areas (contact zones) of the hammer surface first
penetrate the explosive sample. This yields huge pressures,
which can be comparable with the typical detonation pressures
of common explosives and even higher.

It becomes clear that hard crystals require a stronger com-
pression than soft ones. Thus, the crystal compressibility or the
bulk moduli should also correlate with impact sensitivity. Such
considerations agree with the tribochemical mechanism of
initiation proposed by Fox in 1970, who studied thermal
decomposition kinetics of single crystals of metal azides.42 This
assumes that the decomposition reaction can be initiated by a
release of elastic strain energy when a fast crack runs through
the material.42 Thus, we assume that bulk moduli are directly
proportional to impact energy.

Since the studied azides differ only in the nature of the
metal cation, it is important to account energetic parameters of
the cation reactivity. In a vacuum, the decomposition reaction
of metal azides can be written as the following:

Mn+(N3
�)n - M + 3n/2N2

Obviously, reduction of cations first yields metal atoms, which
then form nanoclusters and, finally, form nuclei. Therefore,
for the calculation the Ec values, we have applied energies of
isolated states of metals. Moreover, electron affinities (A) of
the metal cations are the good descriptors of the reduction
process, which should be inversely proportional to the impact
energy. Herein, we define A as the difference between Mn+ and
M0 states.

Finally, the values of chemical hardness (Z) are included in
the developed model of impact sensitivity. Indeed, according
to the known ‘‘principle of maximum hardness’’, the intrinsic
driving force of the reaction is determined by the change in
chemical hardness between products and reactants.65 In other
words, formation of the hardest species is the most preferable
reaction. Taking into account Koopmans’ theorem, the quantity Z
can be expressed as in eqn (6):65

Z = I � A = �EHOMO + ELUMO (6)

where I and A are ionization energy and electron affinity (in eV);
EHOMO and ELUMO are the energies of the highest occupied and
the lowest unoccupied molecular orbital, respectively. Thus,
it is obvious that the Z values should be directly proportional to
the impact energy.

Computational support

The experimental and calculated lattice parameters of the
studied metal azides are listed in Table 1 and the asymmetric
cells along with atomic charges and bond lengths are illus-
trated in Fig. 1. As it follows from Table 1, the calculated
structural parameters are rather close to the experimental ones.
Relative error (d) of the unit cell volume estimation does not
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exceed �5% and the average value is �1% (Table S1 in the
ESI†). Although, since the use of the GGA/NCP/PBE-Grimme
approach is rather computationally expensive, we have tried to

find a suitable, but less expensive method. For this purpose
we have applied GGA/USP/PBE-Grimme and GGA/USP/PW91
methods; the latter was used earlier by Zhu et al.46,48 and the

Table 1 The calculated (GGA/NCP/PBE-Grimme) and experimental (in parentheses) asymmetric cell parameters of the studied metal azides

Azide a (Å) b (Å) c (Å) b (1) Ref.

Cu(N3)2 8.885 (9.084) 12.398 (13.454) 3.313 (3.079) 40
CuN3 8.221 (8.653) 5.953 (5.594) 43
a-Pb(N3)2 6.443 (6.630) 16.419 (16.250) 11.278 (11.310) 41
Hg2(N3)2 5.695 (5.961) 13.011 (12.591) 3.556 (3.580) 100.87 (103.25) 66
a-Hg(N3)2 10.865 (10.632) 6.148 (6.264) 6.220 (6.323) 39
Ba(N3)2 9.719 (9.590) 4.158 (4.390) 5.465 (5.420) 100.00 (99.75) 67
Sr(N3)2 11.739 (11.820) 11.690 (11.470) 6.129 (6.080) 68
Ca(N3)2 11.400 (11.338) 11.211 (11.038) 5.940 (5.938) 68
AgN3 5.370 (5.617) 6.170 (5.915) 6.340 (6.006) 69
TlN3 6.131 (6.208) 7.591 (6.208) 36
a-CsN3 6.425 (6.541) 7.988 (8.091) 36
a-RbN3 6.233 (6.310) 7.543 (7.519) 36
KN3 6.111 (6.113) 7.023 (7.094) 36
a-NaN3 6.163 (6.211) 3.731 (3.658) 5.143 (5.323) 103.12 (108.43) 38
LiN3 5.602 (5.627) 3.282 (3.319) 4.854 (4.979) 104.06 (107.40) 38

Fig. 1 Asymmetric cells of the studied metal azides. The symmetry unique numerical data include: Hirshfeld charges (in a.u.) and the N–N bond
lengths (in Å).
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reported structural results appeared to be very close to the
experimental ones. The results of our calculations of 6 azides
are gathered in Table S2 in the ESI.† As one can see in Table S2
(ESI†), the d values of Zhu et al.46,48 are much lower than ones
obtained in this work. Actually, we cannot explain this mis-
match, but we tend to trust our results. Anyway, for some azides,
the d values are too big to justify using USPs in this case. Thus,
all the remaining calculations were performed using the GGA/
NCP/PBE-Grimme approach.

Cartwright and Wilkinson44 tried to correlate the minimum
non-bonded N–N distances with impact sensitivity. Using the
experimental data on impact energy for 6 azides, they obtained
a rather good correlation with R2 = 0.83;44 however, this
correlation cannot predict insensitivity for alkali metal azides.
The same correlations with the NQN bond lengths, first and
second ionization potentials, enthalpies of formation and lattice
energies completely failed.44

Let us consider the band structures. The hypothesis about
the role of band gap width in impact sensitivity of explosives
was put forward long ago (see, for example, review ref. 19).
According to this hypothesis, sensitive explosives must have
small band gaps. But how can band gaps influence impact
sensitivity? Obviously, one needs to talk about the role of excited
states in the crystal decomposition and subsequent release of
chemically aggressive radical, ionic or other species. From this
point of view, zero-pressure band gaps are less important since
these are too wide to be effectively occupied under simple
thermal excitation.

The calculated values of DEgap along with the available
experimental data are presented in Table 2 and the corres-
ponding band structure plots are illustrated in Fig. 2. As one
can see in Table 2, alkali metal azides demonstrate huge gaps
8–9 eV and even sensitive a-Pb(N3)2 has DEgap = 3.5 eV. The
calculated values are about two times lower than the corres-
ponding experimental gaps. This is the known problem of band
gap underestimation by pure GGA functionals, like PBE.
Recently, we have demonstrated that hybrid functionals PBE0,
B3LYP and HSE06 provide DEgap approximately 1–1.5 eV higher

than the ones obtained with pure functionals.1,74 Thus, we have
calculated a band structure for a-NaN3 using the GGA/HSE06
approach and obtained the DEgap = 5.207 eV, which is still too
far from the experimental value of 8.46 eV (Table 2).

On the other hand, the calculated DEgap values correlate well
(R2 = 0.83) with the experimental data (Table 2). The corres-
ponding regression equation has the following form: DEgap

0 =
2.1564DEgap � 0.1917. Therefore, since the same trend is
observed, the calculated values of the band gaps can be safely
used for correlation with impact energies. It is worth noting that
integration of the Brillouin zones (BZ) for band structure calcu-
lations was performed in accordance with the high-throughput
approach which offers the standard integration paths for all the
24 BZ.75 Positions of the high-symmetry points in the BZ of the
studied metal azides are presented in Fig. S1 and the element
contributions in partial density of states are illustrated in Fig. S2
in the ESI.†

Meanwhile, as we have shown earlier, the value of 1 eV is
the energetic boundary between thermal and photochemical
reactions.33 Though, it does not mean that an effective thermal
electron occupation of the conduction band should take
place when the band gap is close to 1 eV. According to the

Table 2 Electronic properties of the studied metal azides

Azide DEgap VBMb CBMc DEgap
0a Ref.

Cu(N3)2 2.544 G T
CuN3 1.377 G G
a-Pb(N3)2 2.424 G Y 3.50 70
Hg2(N3)2 2.275 Y C
a-Hg(N3)2 3.002 Y X
Ba(N3)2 3.588 G G 7.00 71
Sr(N3)2 3.689 X G 7.00 71
Ca(N3)2 3.500 X G
AgN3 1.329 T Z 3.50 72
TlN3 1.846 Z X
a-CsN3 3.622 Z Z 8.61 73
a-RbN3 3.705 Z Z 8.82 73
KN3 4.036 Z Z 8.55 73
a-NaN3 4.028 Z L 8.46 73
LiN3 3.667 Z L

a Experimental value. b Valence band maximum. c Conduction band
minimum.

Fig. 2 Band structure and partial density of states (PDOS) of the studied
metal azides.
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Boltzmann distribution, in this case the temperature must be
high enough to start decomposition of many organic substances.
This is the reason why CuN3 (estimated DEgap

0 = 2.778 � 1 eV) is
so thermally unstable. Moreover, CuN3 exhibits a direct band
gap G- G (Table 2), which allow an effective electron transition.
Anyway, a simple correlation of zero-pressure DEgap values with
impact sensitivity parameters is rather speculative and does not
reflect the mechanism of this phenomenon. For example, mono-
aminotrinitrobenzene (MATB) with h50 = 177 cm has DEgap =
1.89 eV. Hexanitrohexaazaisowurtzitane (HNIW) has DEgap =
3.63 eV and h50 = 27 cm (2.5 kg weight).19 Probably, such
inconsistency is due to different decomposition mechanisms
for MATB (the so-called trinitrotoluene mechanism76) and HNIW
(homolysis of the longest N–N bond). In any case, it is necessary
to consider the factors leading to a decrease in the DEgap values.

As we have mentioned in the previous section, elastic
properties of a crystal should correlate with its impact sensitivity.
Thus, we have replaced the band gap compressibility (bE)32 with
the bulk modulus (B). For this purpose, we have calculated
elastic properties of the studied metal azides including bulk
(B, GPa) and shear (G, GPa) moduli, the isotropic value of Young
modulus (Eiso, GPa) and the isotropic value of Poisson ratio
(niso); the results are listed in Table 3. Numerical values of inde-
pendent elastic stiffness (Cij) constants as well as 3D contours
of the Young moduli are presented in Table S3 and Fig. S3 in
the ESI.†

As it follows from Table 3, there is a good coincidence
between the calculated and available experimental data on the
B values. It is interesting that the latter correlate with impact
energy values, except for TlN3 with R2 = 0.63. But such an
oversimplified approach cannot explain why alkali metal azides
are insensitive, since the B value for LiN3 is lower than for all the
sensitive azides, except for Cu(N3)2 and Hg(N3)2 (Table 3). The
other elasticity parameters in Table 3 demonstrate the absence
of the correlation with impact energy.

Another criterion considered in this work is crystal habit
sphericity C (eqn (5)). This parameter is proportional to the

amount of free space between distinct crystals in a sample.
For an effective compression caused by an impact loading, the
crystals should be placed as tight as possible. Since the most
tightly packed particles are ideal spheres with C = 1, and for
real crystal habits C 4 1, this parameter should be directly
proportional to the applied impact energy. Thus, the calculated
values of C are listed in Table 4 and the vacuum morphology of
the crystal habits is illustrated in Fig. 3. Of course, one should
keep in mind that the morphology depends on experimental
conditions of the crystal growth which can distort the C value.
Therefore, to be more rigorous, solvent effects must be taken
into account as it is done, for example, in terms of the modified
attachment energy (MAE) method.80

The last solid-state property is the stored energy content Ec

(Table 4). Recently, we have proposed to use Ec in an exponential

Table 3 The calculated elasticity parameters of the studied metal azides
and experimental impact energies IE

Azide IE (N cm�2) B (GPa) G (GPa) Eiso viso

Cu(N3)2 1.50a 17.66 6.60 75.67 0.2397
CuN3 2.66b 23.93 14.57 36.67 0.4333
a-Pb(N3)2 4.76b 36.38 42.03 92.65 0.1421
Hg2(N3)2 4.76b 32.38 8.55 30.59 0.3281
a-Hg(N3)2 5.19a 17.07 8.86 24.72 0.2616
Ba(N3)2 7.70b 38.69 11.88 34.59 0.3653
Sr(N3)2 9.10b 40.92 17.96 45.69 0.3275
Ca(N3)2 10.14b 44.35 21.96 60.11 0.2898
AgN3 6.82b 46.53 15.89 61.01 0.3219
TlN3 16.18b 23.99 10.60 29.51 0.3228
a-CsN3 Not explosiveb 32.97 15.29 39.25 0.3318
a-RbN3 Not explosiveb 39.45 19.02 41.97 0.3270
KN3 Not explosiveb 27.73c 15.84 38.36 0.2835
a-NaN3 Not explosiveb 19.75d 10.26 28.88 0.2560
LiN3 Not explosiveb 18.43e 18.53 45.04 0.1069

a From ref. 35. b From ref. 44. c Experimental value 27.4 GPa.77 d Experi-
mental value 17.5 GPa.78 e Experimental value 19.1 GPa.79

Table 4 The calculated atomic and molecular criteria along with the
crystal habit sphericity

Azide C Ec
a Zb Ab NF

c O IE0d

Cu(N3)2 1.248 44.09 8.933 30.345 5.86 3.501 3.15
CuN3 1.131 26.34 4.300 8.040 6.50 27.017 4.77
a-Pb(N3)2 1.152 35.75 12.039 19.999 7.43 16.427 4.04
Hg2(N3)2 1.204 27.52 2.459 10.247 6.75 13.190 3.82
a-Hg(N3)2 1.166 75.05 7.563 29.237 6.00 2.731 3.10
Ba(N3)2 1.239 3.44 19.574 14.679 5.71 76.213 8.17
Sr(N3)2 1.136 1.06 25.287 16.288 5.71 77.742 8.27
Ca(N3)2 1.302 15.62 31.161 17.562 5.71 100.873 9.87
AgN3 1.106 15.40 6.469 7.567 8.50 67.443 7.56
TlN3 1.245 24.67 9.728 4.621 7.00 189.998 16.02
a-CsN3 1.252 �75.08 14.947 3.336 6.00 999.943 71.91
a-RbN3 1.300 �53.24 17.667 3.748 6.00 1138.106 81.44
KN3 1.245 �36.37 21.042 3.951 6.00 807.447 58.62
a-NaN3 1.154 �42.54 32.853 4.943 6.00 535.058 39.83
LiN3 1.162 �47.38 57.423 5.152 4.00 1218.596 86.99

a In kJ mol�1 atom�1. b In eV. c In atom�1. d In N cm�2.

Fig. 3 The calculated growth morphology of the studied metal azide
crystals in a vacuum.
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form to avoid negative values.32 Indeed, as one can see in
Table 4, alkali metal azides have negative energy content meaning
that their decomposition is endothermic. The remaining azides
possess positive Ec values. Thus, this quantity safely distin-
guishes the sensitive and insensitive species. Herein, we should
stress that the decomposition pattern for alkaline earth azides
is somewhat different from those of the rest of the azides
(described above). It is known that alkaline earth azides decom-
pose to the corresponding nitrides in accordance with the
following scheme:44,81

3M(N3)2 - M3N2 + 8N2, when M = Ca, Sr and Ba.

Thus, we have used the completely relaxed asymmetric cells of
these three nitrides (space group Ia%3) from the previous study82

and calculated the corresponding Ec values (Table 4). Except for
the values for Hg(N3)2 and TlN3, a simple dependence between
exp(�Ec/1000) and the experimental impact energies demon-
strates rather good correlation coefficient (R2 = 0.69).

Among the properties of isolated atoms and molecules we
consider NF, Z and A quantities (Table 4); the corresponding
values of HOMO and LUMO energies as well as the total
energies of cationic and neutral states of metals are listed in
Table S4 in the ESI.† The first of them is calculated as the sum
of all ‘‘valence’’ electrons (see Computational details) in the
molecule divided by the number of atoms. In other words,
NF corresponds to the total integrated density of states at the
Fermi level normalized per atom. It is obvious that NF is directly
proportional to the probability of electron transitions in a
crystal. Therefore, this quantity should be inversely propor-
tional to the impact energy.

The latter two criteria, Z and A, are the most informative in
the present model, since trends of their change are tracked
through all the azides. As it follows from Table 4, the Z values
increase and the A values decrease with increase of impact energy.
Indeed, the decomposition of alkali metal azides assumes that
extremely hard species, for example, the Li+ cation, must be
reduced to much softer ones (lithium atom). At the same time,
the A values determine how much energy is released after
reduction. This means that impact energy is directly propor-
tional to Z, but is inversely proportional to A.

Thus, combining all the above discussed criteria together,
we have developed an empirical sensitivity function (O), which
can be expressed as in eqn (7).

O ¼ BCZ
NFA2

exp
DEgap � Ec

1000

� �
(7)

The calculated values of O are listed in Table 4. On the basis
of these values, we have obtained the following regression
IE0 = 0.069O + 2.910, which provides correlation coefficient
R2 = 0.91. The predicted impact energies are listed in Table 4
and the plot of IE versus IE0 is illustrated in Fig. 4. Several
statistical functions including standard deviation (SD), median
(Me) and confidence interval at 99% probability are presented
as the inset in Fig. 4. As it follows from Table 4, there is a wide
energetic gap between sensitive and insensitive azides (at least
ca. 24 N cm�2).

Three crosshair markers in Fig. 4 correspond to Ni(N3)2,
Co(N3)2 and Mn(N3)2, for which the crystal structure is unknown,
but experimental impact energies are available. In order to include
these azides in the general correlation, we have predicted their
crystal structures using a simulated annealing method, which
assumes generation of a huge number of random crystal struc-
tures and subsequent search for the most stable regions on the
potential energy hypersurface.52

The calculation has been started from a cubic unit cell with
density 1.85 g cm3 in the P1 space group symmetry. At the end
of geometry optimization we have obtained a monoclinic crystal
system of the C2/m space group for all three azides. The asym-
metric cells along with the corresponding band structure plots
and predicted crystal growth morphology are presented in Fig. 5.

Fig. 4 Correlation between the predicted and experimental impact ener-
gies of the studied metal azides.

Fig. 5 The predicted crystal packing, band structure and growth morphol-
ogy for Ni(N3)2, Co(N3)2 and Mn(N3)2.
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It is worth noting that the possible presence of more stable
polymorphs as well as the dynamical stability of the crystals is
neglected in such crystal structure prediction. This can distort
results of the solid-state criteria calculations, but taking into
account that C and exp((DEgap� Ec)/1000) are both close to 1, the
main factor of error is the value of bulk modulus. The calculated
data together with the experimental impact energies for these
three azides are gathered in Table 5. Thus, when three predicted
points are included, the general correlation becomes slightly
poorer (R2 = 0.84), but it still applicable to distinguish sensitive
and insensitive metal azides.

Conclusions

In summary, we have presented the first unified model of
impact sensitivity of metal azides applying for 18 crystals, both
sensitive and insensitive. The model comprises four solid-state
criteria and three properties of isolated species. Application of
the solid-state criteria is rationalized in terms of the previous
theoretical considerations about the role of pressure induced
thermal electron excitation in crystalline explosives.32,83,84

These criteria seem to have general character and applicability.
Meanwhile, energetic description of elementary stages of the
decomposition reaction appeared to be crucial in the present
model. Thus, the values of chemical hardness Z and electron
affinity A are the only criteria which regularly change from the
most sensitive to insensitive azides.

The use of the abovementioned solid-state criteria was found
to be rather successful for different families of C–H–N–O–Cl
explosives including aromatic, aliphatic and heterocyclic nitro
and nitrato compounds.32 On the other hand, this methodology
requires crystal structures to be determined, but this is quite
problematic when modeling novel explosives, since it needs very
computationally expensive crystal structure prediction. This is a
probable reason why the predicted impact energies for Ni(N3)2,
Co(N3)2 and Mn(N3)2 slightly decrease the R2 value. Thus, a
simple method for transformation of an isolated molecule to
the condensed (crystalline) state is very desirable. But in the case
of an unknown crystal structure, the melting temperature and
crystal habit sphericity (C) terms must be omitted.

We should stress, however, that the computational approach,
which is described in the present paper, involve two suppositions.

The first is that bE o 0 and has a linear character. Secondly, the
studied crystal does not demonstrate any phase transitions until
DEgap = 1 eV. Otherwise, one cannot correctly estimate bE, and
consequently the supposition that bE is proportional to 1/B has no
sense. Thus, applicability of the present theoretical approach
to crystals, which demonstrate phase transitions or nonlinear
behavior of band gap compressibility, requires a more detailed
study in future.
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