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Radical pair formation due to compression-
induced electron transfer in crystals of
energetic salts†

Sergey V. Bondarchuk

An interesting effect was observed when studying explosive and non-explosive crystalline ionic materials

at high pressures. A wide benchmark set of 76 crystals of different families was studied using the state-of-

the-art methods at ambient pressure and in extremes (at 20, 50 and 100 GPa). It was found that

hydrostatic compression leads to an electron transfer from the anion to the cation, which was carried out

with different efficiencies for explosive and non-explosive salts. The measure of this electron transfer is

reflected in the Hirshfeld charges (q) on cations, which decreased with the rise of pressure. Non-explosive

materials are generally resistant to this effect, while explosives are much more susceptible. Thus, at

100 GPa, all the studied energetic salts demonstrate qcat o +0.1e, while for the non-explosive salts qcat 4

+0.1e. This value can be considered as a conditional boundary between explosive and non-explosive salts.

The observed effect is in accord with the Szigeti’s dielectric theory as well as with the electrophilicity/

electronegativity equalization principle. In the present paper, we develop a mechanism of the explosive

decomposition based on the assumption about formation of a radical pair as a result of the following

reaction: Catþ þAn� �! �
Pressure

Cat� þAn�. The study of such radicals revealed their intrinsic instability, which

generally reflects either in a dissociative structure or in the presence of strongly weakened trigger bonds.

Introduction

High-pressure chemistry demonstrates sustainable development
due to interesting and often unexpected changes in chemical
properties of the elements.1 A recently developed model for
simulation of an isotopic compression of atoms has shown
drastic changes to ground-state electronic configurations and
electronegativity in the pressure range of 0–300 GPa.2 Moreover,
hydrostatic compression leads to the stress-redox equivalence in
crystals caused by the change in electronegativity.3 Such a redox
process has been recently observed in a viologen–carboxylate
zwitterionic molecule, which demonstrates a piezochromic
nature due to the compression-induced electron transfer.4 Apart
from the reversible electron transfer, like in the previous case,
there are examples of an irreversible redox reaction in the
transition metal complexes (Cs2PdI4�I2, and Cs2AuIAuIIICl6) lead-
ing to compounds with the same empirical formula but with
different oxidation states of the transition metals.5,6 Moreover,

compression-induced charge transfer was also observed in the
graphene/MoS2 heterostructure7 and LaNi0.5Fe0.5O3.8

Such changes in electronic structure and reactivity can be
explained in terms of the well-known electronegativity equal-
ization principle9–11 or other molecular properties obtained in
terms of conceptual density functional theory (DFT), like electro-
philicity (eqn (1)).12 Indeed, when two atoms with different
electronegativity (w) form a molecule, the higher value decreases
and the lower one increases. Since w is the negative of chemical
potential of the electronic cloud (m), which is constant through-
out the molecule, w changes to a common intermediate value.10

w ¼ �m ¼ � @E

@N

� �
nðrÞ

(1)

This situation is consistent with the process of electron loss
by the less electronegative atom and thus forming a covalent
polar or an ionic bond. Thereafter, effective electronegativity of
the atom i in a molecule can be expressed as in eqn (2):13

wi ¼ Ai þ Biqi þ k
XN

j¼1ð jaiÞ

qj

Ri;j
(2)

where N is the number of atoms in the molecule; Ri, j is the
distance between atoms i and j; qi and qj are the charges on
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atoms i and j; k, Ai and Bi are, respectively, empirical para-
meters, which can be done as in eqn (3):

Ai = w0
i + Dwi and Bi = 2(Z0

i + DZi). (3)

Herein, w0
i and Z0

i are the electronegativity and hardness of an
isolated neutral atom, respectively; Dwi and DZi are structure-
dependent parameters.13 It is obvious that equalization of w
directly affects atomic charges q.

Now, let us consider what processes occur in an ionic crystal.
At ambient pressure, cations and anions are fixed at their
equilibrium positions, which correspond to ionic distances.
Note that the cation now has a higher w than the anion. The
effective ionic charge in a crystal can be obtained by the second
Szigeti’s relation (eqn (4)):14,15

qs ¼ oT
e0 � e1

4p

� �1=2 3

e1 þ 2
mVað Þ1=2; (4)

where e0 and eN are the static dielectric constants and the
corresponding value at frequency o c oT (oT is the transverse
optical frequency); m is the reduced mass; Va is the volume per
ion pair; s r 1.

When hydrostatic compression is applied to a crystal, it
decreases its volume forcing ions to move towards each other.
Again, this causes equalization of electronegativity,16–18 but in
this case, the cation tends to pull the valence electrons back to
weaken the effect of bond polarity on the resisting ability to
volume compression.19 Expression of the effect of asymmetry
distribution of valence electrons can be done via the effective
ionicity ( fe) as in eqn (5):19

fe ¼
wb � wa

Za wa þ wbð Þ; (5)

where Za is the valence state of the cation.
Pressure-dependence of the effective ionic charge can be

obtained by differentiation of eqn (4) with respect to pressure
(eqn (6)).15

d ln s

d lnV
¼ �1

2wT

1

e0 � e1

de0
dp

� �
T

� de1
dp

� �
T

� ��

� 2

e1 þ 2

de1
dp

� �
T

�wT 1þ 2
d lnoT

d lnV

� �
T

� �	
;

(6)

This results in deviation of s from 1 (typically, s o 1) due to
the ionic distortion caused by mutual interaction of neighbor-
ing ions increasing with compression.15 Thus, an important
conclusion follows from the Szigeti’s dielectric theory that the
decrease in crystal volume due to compression increases over-
lap and distortion of ions, thereby causing a decrease in the
effective ionic charge.20 Therefore, in this paper, we have tried
to find out how ionic charges are changed for explosive and
non-explosive salts using first-principles calculations.

Computational details

The calculations of periodic systems were performed in terms
of density functional theory (DFT) using the Cambridge Serial

Total Energy Package (CASTEP) code21 implemented in the
Materials Studio 2017 program suite.22 ‘‘On-the-fly’’ generated
norm-conserving (OTFG NC) pseudopotentials with the states
H-1s1, Li-1s22s1, Na-2s22p63s1, K-3s23p64s1, Rb-4s24p65s1,
Ca-3s23p64s2, Ba-4s24p65s2, Ti-3s23p63d24s2, Fe-3s23p63d64s2,
Ag-4s24p64d105s1, Al-3s23p1, Tl-5d106s26p1, Pb-5d106s26p2,
C-2s22p2, N-2s22p3, O-2s22p4, F-2s22p5, P-3s23p3, S-3s23p4,
Cl-3s23p5, Br-3d104s24p5 and I-5s25p5 treated as the valence
electrons were applied entirely in this work. Cell relaxations
were performed using pure GGA functional due to Perdew–
Burke–Ernzerhof (PBE).23 Wave functions were expanded in a
plane wave basis set with an energy cutoff, which depends on
the convergence test for each element.22 These are as follows:
H (540 eV), Li (810 eV), Na (870 eV), K (480 eV), Rb (260 eV),
Ca (420 eV), Ba (370 eV), Ti (630 eV), Fe (1440 eV), Ag (900 eV),
Al (270 eV), Tl (520 eV), Pb (530 eV), C (720 eV), N (990 eV),
O (990 eV), F (840 eV), P (300 eV), S (290 eV), Cl (390 eV),
Br (1350 eV) and I (280 eV). Thus, for any combination of these
elements, the energy cutoff was determined by the highest value.

Sampling of the Brillouin zones were performed using
k-point mesh generated by the Monkhorst–Pack algorithm.
Direct spacing between k-points was specified to be 0.08 2pÅ�1.
Convergence quality parameters are as follows: total energy (5 �
10�6 eV per atom), force (0.01 eV Å�1), stress (0.02 GPa) and
displacement (5 � 10�4 Å). Dispersion effects were taken into
account using the Grimme form of the damped C6 term.24 The
following extra parameters of van der Waals force field have been
applied: Ba (C6 = 2352.6270 eV Å6, and R0 = 1.7620 Å), Tl (C6 =
593.3959 eV Å6, and R0 = 1.9890 Å) Pb (C6 = 654.6280 eV Å6, and
R0 = 1.9440 Å). The electronic wave functions were obtained by
the density mixing scheme.25 The finite basis set correction was
also included entirely. Optimization of the asymmetric cells was
performed by means of the Broyden, Fletcher, Goldfarb and
Shannon (BFGS) method.26

Partial charges were obtained using the Hirshfeld partition-
ing scheme (eqn (7)):27

qA ¼ ZA �
ð

rAðrÞ
rpromoleculeðrÞ

rmoleculeðrÞdr (7)

This method is based directly on the electron density as a
function of space rather than a representation of the molecular
wave function using basis functions, like in the Mulliken
population analysis. Unlike the Mulliken, Bader and natural
charges, the Hirshfeld and Voronoi deformation density (VDD)
schemes yield chemically meaningful charges and are recom-
mended for use.27 Thus, the main conclusions of this work are
drawn on the basis of Hirshfeld population analysis.

The DFT calculations of non-periodic systems were performed
using the Gaussian09 program suite.28 We have used the long-
range corrected hybrid functional with damped atom–atom
dispersion corrections, namely, oB97XD29 along with Pople’s
split-valence quasi-double-z in the valence shell basis set
(6-31G). The latter was augmented with both polarization
(d,p) and diffuse (+) functions.30
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Results and discussion
The effect of pressure on the ionic charges

First of all, we have chosen an arbitrary set of explosive and
non-explosive salts, which included 65 crystals (salts 1–65). The
only criteria of selection were relatively small molecular size
and low Z0 crystal structures. As non-explosive species we have
selected various metal salts of inorganic (halides, carbonates,
sulfate, phosphate, nitrate, etc.) and organic (tartrate, citrate,
sulfonate, etc.) salts, alkoxides, phosphonium salts and so on.
Additionally, as explosive crystals, we have chosen salts of
nitroaliphatics, nitrogen-containing heterocycles, pentazoles,
aryldiazonia, oxadiazole, azide, etc. Their chemical formulas,
names and crystal structures are presented in Fig. S1 and S2 in
the ESI.†

The relaxed versus experimental asymmetric cell parameters
of the studied salts are listed in Table S1 in the ESI.† As one can
see, the applied method provides very good structural results,
which are reflected in the low relative errors d = (Vtheor � Vexper)/
Vexper of the asymmetric cell volume estimation (Table S2 in the
ESI†). Statistical treatment of these data provides the following
estimates: mean (�0.13%), median (�0.12%), mode (�2.4%),
dmax (9.68%), and dmin (�6.02%). Thus, we can conclude that
structures of these salts are reproduced properly.

Graphical description of the pressure-dependence of catio-
nic charges of salts 1–55 is presented in Fig. 1 and the
numerical data at each specific pressure are listed in Table 1
and Table S3 in the ESI.† We should stress that salts 56–65 will
be discussed independently as their explosive nature cannot be
rationalized on the basis of pressure-dependence of ionic
charges and/or cell volumes. To provide a strict meaning for
terms ‘‘explosive’’ and ‘‘non-explosive’’ we have applied the
energy content (Ec) quantity, which is the enthalpy of the
decomposition reaction (Table S4 in the ESI†) built in terms

of the well-known [H2O–CO2] arbitrary decomposition assumption
and normalized per atom.31,32 The calculations of Ec were done
using the plane wave pseudopotential method as described in
the Computational details section. This method is necessary
since many species in Table S4 (ESI†) are solid crystalline
matter, which must be treated using periodic boundary condi-
tions. At the same time, gaseous species were calculated using
supercell approximation with separation no shorter than 20 Å
for all axes. As a result, salts with positive Ec are considered as

Fig. 1 Pressure-dependence of the Hirshfeld cationic charges of explo-
sive and non-explosive salts.

Table 1 The Hirshfeld cationic charges (q, e�) at different pressures, unit
cell volume ratios (V0/V100) and energy contents (Ec, kJ mol�1 atom�1)

Salt q100 � q0 q100 V0/V100 Ec

1 �0.030 0.180 2.092 �227.0
2 �0.080 0.170 2.375 �218.7
3 0.005 0.205 1.311 �20.5
4 �0.044 0.149 2.024 �30.7
5 �0.065 0.130 1.728 �32.8
6 �0.028 0.260 1.653 �10.9
7 �0.075 0.106 1.635 �58.2
8 �0.007 0.263 1.679 �50.2
9 �0.040 0.243 1.838 �51.3
10 �0.077 0.113 1.813 �27.4
11 �0.120 0.100 1.455 �159.8
12 �0.020 0.270 1.863 �111.3
13 �0.019 0.241 2.036 0.1
14 �0.100 0.170 1.703 �86.3
15 �0.120 0.192 2.218 �58.3
16 �0.304 0.296 2.266 23.8
17 �0.270 0.010 2.114 17.7
18 �0.383 0.000 2.075 47.5
19 �0.449 �0.085 2.033 54.2
20 �0.230 0.045 2.237 0.5
21 �0.277 0.022 1.934 17.4
22 �0.237 �0.005 1.969 26.4
23 �0.333 0.010 1.961 11.6
24 �0.220 �0.035 2.096 5.7
25 �0.296 0.012 1.969 34.0
26 �0.210 �0.085 2.004 16.2
27 �0.305 0.005 2.011 0.8
28 �0.294 0.040 2.004 6.2
29 �0.340 0.003 2.136 19.2
30 �0.221 �0.034 2.196 6.1
31 �0.255 0.015 1.983 3.4
32 �0.204 �0.070 2.045 9.1
33 �0.200 �0.035 2.095 15.0
34 �0.192 0.024 2.018 6.8
35 �0.218 0.016 2.075 6.6
36 �0.379 0.041 2.319 21.1
37 �0.212 �0.050 2.069 1.8
38 �0.305 �0.001 2.020 16.8
39 �0.256 0.014 2.024 28.1
40 �0.369 �0.032 2.068 37.8
41 �0.240 0.025 1.866 32.2
42 �0.520 �0.210 2.060 26.4
43 �0.350 �0.008 2.004 23.3
44 �0.173 0.037 1.968 0.4
45 �0.440 �0.085 1.982 10.7
46 �0.414 �0.204 2.046 20.1
47 �0.283 0.000 1.993 16.8
48 �0.408 �0.114 2.014 23.2
49 �0.316 0.018 2.026 24.5
50 �0.396 �0.035 2.015 29.8
51 �0.399 �0.080 2.068 20.9
52 �0.247 0.033 2.003 30.5
53 �0.207 0.078 2.131 33.9
54 �0.256 0.014 2.008 37.3
55 �0.290 0.035 2.148 33.1
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‘‘explosive’’, while ones with negative Ec are assumed to be
‘‘non-explosive’’ (Table 1). This quantity safely distinguishes all
the salts except sulfonate (13) and methoxide (63), for which
small positive Ec values are predicted. However, it does not
mean that these compounds are indeed explosive, since ener-
getic barriers may be too high. Therefore, in this work we
strictly follow differentiation of salts based on the Ec values.

As shown in Fig. 1, non-explosive salts demonstrate resis-
tance to the change of ionic charges, while explosive ones are
much more sensitive. Though the q100 value for tosylate 16 is
0.296 e, its q100 � q0 value equals �0.304. Therefore, this salt
can be safely distinguished as explosive, despite its curve lying
much higher than those of other explosives (Fig. 1). In a
number of cases, at 100 GPa the latter demonstrate an inverse
polarization with formal negative charges on cations. This is a
quite unexpected effect meaning that more than one electron is
coming to the cation. This is, probably, caused by the change in
electronegativity of the species formed under high pressure. We
should stress, however, that q100 is an arbitrary value, which
should not be considered as a physically meaningful constant.
One can apply, say, q80 or any other pressure. For example, the
values q50 can also be effectively applied (Table S3 in the ESI†).
Herein, such an extreme pressure is applied only for a clear and
obvious differentiation with the naked eye. The physical sense
is only in the ease of an electron transfer from an anion to a
cation or @q/@P, which is more negative for explosives (see the
q100 � q0 values in Table 1).

The data from Table 1 for salts 1–55 are displayed graphically
in Fig. 2. It is clearly seen that the values of charges and their
absolute decrease reproduce the Ec values quite well. Additionally,
we have also checked the relative loss of volume under pressure,

which is a crude representative of bulk modulus of a crystal.
Earlier, we have developed a model, in which bulk modulus
was shown to be directly proportional to impact energy assum-
ing that non-explosive crystals must be much harder
mechanically.33 Moreover, crystal compressibility (the inverse
of the bulk modulus) also correlates with co-called band gap
compressibility (bE), which determines the ability of band gap
to close upon pressure.33,34 The greater the bE, the greater the
impact sensitivity and, hence, the energy content.35 As shown
in Fig. 2d, non-explosive salts generally possess lower V0/V100

values that correspond to higher bulk moduli and are in accord
with the above-mentioned model.33

Not all of the studied salts, however, demonstrate such a
good agreement between q100 and �Ec (Table 2). With some
exceptions, these are generally azides and non-explosive onium
salts (ammonium, and phosphonium). Azides do not demon-
strate systematic error, while onium salts always behave as
explosives (Table 2). Actually, it is hard to say what the reasons
of such errors are. Probably, it can be related to some phase
transitions or any other structural changes caused upon com-
pression;36–43 anyway, this should be the issue of a further more
detailed study.

Mechanistic considerations and model calculations

Recently, we have proposed that compression of aryl diazonium
crystal salts leads to an electron transfer from anion to cation,
which can explain why these salts are explosive, since the
corresponding aryl diazenyl radicals are unstable and lose
molecular nitrogen.44 In the present work, we have extended
this idea to the other salts, which can be divided into two
groups: (1) ones formed due to an electron transfer; (2) ones
formed due to a proton transfer (onium salts). Thus, the
formation of a salt and the corresponding changes upon crystal
compression can be expressed as follows:

An� þ Cat� ! An� þ Catþ 



!Pressure
An� þ Cat�

AnHþ Cat:! An� þ Catþ�H 



!Pressure
An� þ Cat�H�

In the first case, as a result of compression, the anion and
cation return to their initial radical forms; for example, Na+ +
Cl�- Na� + Cl�. In the second case, an onium cation acquires

Fig. 2 Energy content (a), cation charge at 100 GPa (b), absolute decrease
in charge (c) and relative decrease in volume (d) of salts 1–55.

Table 2 The salts, whose explosive nature cannot be distinguished on the
basis of pressure-dependence of ionic charges and/or cell volumes

Salt q100 � q0 q100 V0/V100 Ec

56 �0.050 0.080 1.854 �47.1
57 �0.017 0.303 2.151 27.3
58 0.005 0.273 1.734 17.6
59 �0.337 �0.080 1.979 �51.8
60 �0.348 �0.079 2.247 �22.9
61 �0.378 �0.120 2.110 �7.7
62 �0.429 �0.160 2.557 �11.0
63 �0.060 0.145 1.778 3.9
64 �0.040 0.020 1.332 �9.6
65 �0.150 0.129 2.063 37.0
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an electron and does not return in its initial state but forms a
radical possessing an intrinsic instability. In vacuum at 0 K,
such radicals are kinetically stable, but under finite tempera-
ture and pressure these easily release a hydrogen atom and turn
to its initial form. To show this process, we have performed
an ab initio molecular dynamics simulation using the NVT
ensemble. Thus, radicals formed from the NH4

+ cations turn
to ammonia and molecular hydrogen (Fig. S3 in the ESI†).

Taking into account the electron transition discussed above,
one can assume that conceptual DFT quantities,45 namely,
electronegativity (w), chemical hardness (Z) or electrophilicity
(o) calculated for isolated species (ions or radicals) may be
representatives of such a process, like in the case of metal
azides (eqn (8)–(10)).33

w ¼ I þ A

2
(8)

Z = I � A (9)

o ¼ ðI þ AÞ2
8ðI � AÞ: (10)

Herein, I and A are the ionization energy and electron affinity
(in eV), respectively, which can be obtained in terms of vertical
approximation (Koopmans’ theorem) and as adiabatic energy
difference between the corresponding oxidized/reduced and
starting form of a species (adiabatic approximation). Recently,
we have shown that the latter approach produces ionization
energies and proton affinities being close to the experimental
ones.46

Taking into account that most of the salts in Table 2 bear
ammonium and azide ions, we have performed a series of
calculations of a few additional ammonium NH4X and azide
XN3 crystals (salts 66–76) to track the effect of the counterions X
in each series. The corresponding optimized cells and numerical
data are presented in Fig. S4 and Table S5 in the ESI.† It becomes
clear that dependence exists between q100 and w, and Z and o
values for X�, which is more pronounced for the XN3 series
(Fig. S5 in the ESI†). It is important to note that pure cations and
anions cannot be applied as representatives of the electron
transfer. Indeed, since w values for alkaline metal ions are
extremely high (Table S3 in the ESI†), any difference in wCat �
wAn values with both explosive and non-explosive anions are also
too high, which always specify these salts as non-explosive. This
can be easily seen from the corresponding I and A values
obtained in terms of the vertical approximation for salts 24,
26, 32–34, and 37 (Table S3 in the ESI†).

Thus, we have performed geometry optimization of all
radicals formed from ions of salts 1–65 and calculated their
w, Z and o values in terms of vertical and adiabatic approxima-
tions (Tables S6 and S7 in the ESI†). Considering the properties
of radical pairs we estimate the probability of an inverse
process, the salt formation. Naturally, in this case an electron
must be detached from a Cat� and attached to an An� or
equivalently wAn� � wCat�; the values obtained in this way are
illustrated graphically in Fig. 3. Blue bars indicate those cases,

when explosive properties are correctly predicted for salts 1–65.
Conversely, red bars indicate failures of such prediction
(21 cases). It is clearly seen, however, that significant errors
occur only in 11 cases from the total of 21, while the other values
are relatively close to zero, which may be related to the systema-
tic errors of the method of calculation being applied. The other
combinations of the conceptual DFT parameters for distin-
guishing explosive properties of salts 1–65 in terms of both

Fig. 3 Differentiation of explosive and non-explosive salts on the basis of
electronegativity of the corresponding radicals.

Fig. 4 The changes in explosophore moieties of salts 1–65 caused by the
redox process.
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the vertical and adiabatic approximations are presented in
Fig. S6 in the ESI.†

We have divided all energetic salts studied in this work into
five groups. The first and the largest group is onium (ammonium)
salts, which form unstable radicals (Fig. S3 in the ESI†). The other
four groups are divided according to their explosophore moieties
(Fig. 4). Remarkably, every radical obtained by both the oxidation
and reduction demonstrates a significant weakening of the
triggering bond, which connects an explosophore group with
the rest of the molecule. This is reflected in elongation of the
corresponding trigger bonds (Fig. 4).

The relative stability of such radicals may concern the
problem of initiation and sensitivity of explosives. Indeed, when
an energetic cycle serves as an explosophore, the corresponding
salts often demonstrate low impact sensitivity (30–40 J).47–50 But
when another acyclic explosophore is present as a ring sub-
stituent, the impact sensitivity usually rises.51–54 The weakened
trigger bonds are then vibrationally destroyed due to the
frictionally driven local heating and melting in the hot
spots.55 As a result, the obtained free radicals propagate further
chain decomposition of the whole crystal.

Conclusions

Summarizing, we have presented in this paper an interesting
and unexpected effect of isotropic compression on ionic
charges in crystals of salts, which can be applied for distin-
guishing explosive and non-explosive materials. The effect is
the result of a pressure-driven electron transition from the
anion to the cation and the corresponding radical pair for-
mation, which are usually unstable for energetic materials.
Taking into account the above-mentioned mechanism, a simple
qualitative scheme was proposed for estimation of the energy
content, which is based on the difference wAn� � wCat�, which
should be positive for energetic salts and vice versa. This model
was validated on a wide number (76 crystals) of salts including
halides, carbonates, sulfate, phosphate, nitrate, tartrate, citrate,
sulfonate, alkoxides, ammonium and phosphonium salts,
nitroaliphatics, nitrogen-containing heterocycles, pentazoles,
aryldiazonia, oxadiazole, azide, etc.

Thus, with this paper, a complex pattern of various compres-
sion-34,56 or thermally-induced57–59 mechanisms of the crystal
decomposition is supplemented with another mechanism of
the free radical formation in the hot spot. For example, the
formation of ABTOX and ammonia during decomposition of
TKX-5057 can be easily understood from the presented electron
transfer mechanism. Thus, the latter must be considered as a
part of a complex decomposition pattern, which provides its
own contribution to the whole mechanism.

Understanding the physical and chemical properties governed
by crystal compression or other external energetic perturbation is
a crucial factor allowing realization of the strategy of achieving
balance between high detonation performance and satisfactory
crystal stability.35,60,61 Of course, the reported effect needs
further validation for more families of salts. In particular,

it is interesting to track the effect in co-crystals, double salts,
etc. This should be the content of further studies. One should
also keep in mind that in extreme pressure simulations, proton
tunneling may come into play and to account for this possibility
one should consider alternative crystal sites for protons.62
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