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MARKETING RESEARCHES IN THE FORMATION OF PRICING AND LOGISTICS
POLICY OF THE ENTERPRISE

Introduction. Marketing researches are the main means of adapting to changes in the market environment,
which are based on complete, reliable and timely information. In the works of scientists, the question of the role
of marketing researches in the formation of pricing and logistics policy of the enterprise remains insufficiently
covered.

Purpose. Presentation of theoretical and practical positions about the main tools of marketing and
determination of the place of marketing researches in the formation of pricing and logistics policy of the
enterprise.

Results. It is analyzed that the purpose of marketing researches is identifying market opportunities of the
enterprise. They allow the enterprise to get the advantage over competitors, reduce risk, timely determine changes
in the marketing environment, namely it is the collecting and processing of marketing information. Exactly in the
analysis of the collected marketing information a set of statistical indicators and statistical methods is used. Based
on this, the relationship between marketing researches, pricing and logistics policy is revealed, without which the
effective functioning of the enterprise is impossible. The analysis of time series of average prices for cereals and
legumes sold by enterprises of Poltava region is performed. The analysis of the level of wholesale turnover of
wholesale enterprises by districts and cities of Poltava region and further forecast of this indicator with the use
of trend models is performed. It is revealed that for research and forecasting the level of wholesale turnover of
wholesale enterprises by districts and cities with the help of trend models it is advisable to use a linear trend
model, as this model more precisely shows and compares actual and theoretical values of the level of wholesale
turnover of wholesale enterprises.

Originality. It is substantiated that an important factor in the interaction of logistics and pricing policy in
marketing researches is the product range. It is revealed that the purpose of marketing researches is identifying
market opportunities of the enterprise, which allow the enterprise to get the advantage over competitors, reduce
risk, timely determine changes in the marketing environment, namely it is the collecting and processing of
marketing information. With the help of available information and trend models, the expediency of marketing
researches of the pricing policy of the enterprise is revealed and the expediency of a linear trend as a model that
more precisely shows and compares actual and theoretical values of the level of wholesale turnover of enterprises
is revealed. A scheme of the relationship between pricing, logistics policy and marketing researches, showing the
relationship and expediency of their conducting with the help of chains of interdependence between them was
made.

Conclusion. It is revealed that marketing researches in the system of the enterprise is one of the levers of
ensuring its competitiveness, by studying the subsystems of pricing and logistics policy that will directly affect its
economic efficiency. Since the use of marketing researches in the formation of pricing and logistics policy has
certain problems, it is necessary to more carefully study the open niches of marketing researches for the effective
formation and operation of the enterprise.
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policy, product promotion.
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INTEGRATED TECHNOLOGICAL MANAGEMENT SYSTEMS IN AGRICULTURAL
PRODUCTION DEPENDING ON THE TIME OF OPERATIONS

The integrated systems of control of technological processes implementation in agricultural production,
which depend on the initial and final moments of their operation time, are substantiated. In order to optimize the
management processes of these systems, a generalization of the results of researches of the influence of various
factors on the efficiency of crop production has been carried out. The most important technological, technical
and organizational criteria of the quality work of agricultural machines are determined along with their level of
influence on the final result - the magnitude of the harvested yield, as well as the possible level of efficiency of the
application of the corresponding technical means of mechanization with a controlled effect on the quality of the
actual performance of the technological operations itself.

Key words: integrated control systems, technological processes, agricultural production, dependence,
initial and final moments of functioning/operation.

Introduction. It is known that integrated systems of automatic control of the technological
processes implementation in agricultural production are the most promising. They should ensure the
creation of qualitatively new technologies (innovative technologies), which have the latest economic,
social and environmental indicators.

Itis clear that in order to generalize the results of previous studies concerning the level of influence
of various factors on the efficiency of crop production, it is necessary to identify the main technological
(application rate, depth of cultivation, etc.), technical (speed, engine load, etc.) and organizational (terms
of execution, machine-tractor unit (MTU) loading) criteria for the quality work of agricultural machines,
the importance of the influence of these factors on the size of the harvested yield (the final result), as
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well as the probability (possible) level of efficiency of the applied relevant technical mechanical means
with controlled impact on the quality of technological operations.

According to the authors’ of this study opinion, it is necessary to consider a specific class of
managed systems that depend on the initial and final state and which adequately simulate integrated
systems of automatic control of the technological processes implementation in agricultural production,
including crop production. The tasks of managing such systems are somewhat different from the
traditional tasks of management (including optimal) and are primarily related to the planning of the work
of each of these systems.

It is clear that the simulation of such systems, methods of optimal management of them are
relevant studies of the present and require further in-depth study.

Literature review. The authors of the works [1-7] consider and comprehensively explore various
aspects of the management of finite-dimensional linear objects, various problems of the theory of motion
control, automatic control of linear (nonlinear) systems. However, the management of the system, which
depends on the start and finish, in the opinion of the authors of this study, require further thorough study.

It should be noted that the results of the above quoted works will be used in this study.

The purpose of this work is to substantiate the approach to the solution of the main problems of
the theory of system management, depending on the start and finish, as well as the problem of complete
control of such systems in optimizing management.

Results and discussion. Let's consider that it is a question of growing some crops, such as corn.
On the starting date, let us take January 1. The state of plants at any given time t, t>0 can be
characterized by a set of parameters x, (t)...., x,, (t) . The rate of growth and maturation of plants depends
on many factors. We will indicate only some of them: the quality of seeds at the time t =t, when grains
enter the soil, the quality of soil, the quality of vegetation care, the time when harvesting is taking place,
and so on. Considering the quality of seeds and soil predetermined and constant, one can study the
dependence of the development of the plant on other factors. If we take into account that the rate of
development of a plant at an arbitrary time t depends on the initial moment of time, when the grain enters
the soil, the quality of the plant care at a given time t, from the state of the plant at the current time, then
the process can be described by a system of equations:

X, = F,(t,t,, x,u),i=1..,n, 1)
where the vector x = {x,,..., X, } characterizes the state of the plant, andu = {u, ..., u, } - the care of

the plant. The initial state of the system can be considered as given:
X(t,) = x° )
If this process is considered to be controlled, then the in the right part of the system (1) the function
u, =u,(t,t,,T), k=1..,r, should be introduced, where T- the end of the plant care process (i.e.
harvesting), the choice of which depends not only on the optimality of the system, but also on the to and
T. Substituting such a control into equation (1), we have a level system that depends on to and T.
The following should be noted:
1. Managed movements of the system, depending on the start and finish, in some cases can be
considered as multi-step processes, described by the equations of the form:
X;(n+1) = f,(t,,T,t,n,x(n),u), i=1..,.m, n=1..,N, 3)
where n- segment number when dividing (T —t,) into N parts.
2. In tasks that should take into account continuously variable time, processes in systems that are
dependent on start and finish can be described by differential levels of the form:
X, = F,(t,t,, T,X,u),t,<t<T,i=1..,n 4)
Similarly, we can consider systems with distributed parameters, depending on the start and finish.
3. For this type of systems, the main problems of the theory of management remain the natural
ones (controllability, observation, optimality, etc.). However, now they acquire some new shades
because the right-hand sides of the equations of motion can be continuous coordinates t, x and u, but to
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be discontinued at to and T. This last fact can significantly affect the content, respectively, in each
particular task of the theory of management.

As it is shown below, in these cases, the method used to solve a problem may be considerably
complicated.

Controllability. First, let us consider the system

X = Al) - X+ B(),t, <t<T, (5)
In which A(t) is a continuous matrix of order n, and B(t) a continuous matrix of dimension [n X m]
, XeE", ueE™. Admissible control is considered to be piecewise-continuous functions u = u(t) with

values in the whole space E".
It is known that the system of equations (5) is called controlled, as for a given t, and any one

x®eE", x'eE", it is possible to specifyT(t,), T>t,, and the permissible control
u=u(t,t,,T,x° x’) such, that there x = x(t) is a solution of the equation:
X=A(t) - x+B(t)-u(t,t,, T,x°,x), x(T)=x, (6)

with the initial condition (2).

If to and T are given, then the system is called controlled by a segment [tO,T] . We know the
conditions for controllability, for example [1-3]. Here we present them in a convenient formula for
further analysis [4]. To do this, we write a Cauchy matrixW (t, s) of a homogeneous equation:

y=A(t)-y (7)

If now indicate h, (t, T) the i-th column of the matrix B™(t)W " (t), then the condition of control is
that, for a given t,vector-functionh, (t,T).,..., h, (t,T) are linearly independent on a certain segment
[t,.T]. This condition remains fair in the case when the matrices A(t) and Bi(t) are piecewise and

continuous.
In the case when the linear control system is considered, depending on the start and the finish,
the process is described by the equation:
X = At,t,,T)-x+B(t,t,, T)-u, t, <t <T. (8)
We will assume that A(t,t,,T) and B(t,t,,T) are continuous on t in any segment [t,,T ]and

piecewise-continuous in toand T.

It is clear that in the problem of controllability of the system (8) on a given segment no new features
arise in comparison with the same problem for the system (7). In the case when to and T the columns of
the matrix B™(t,t,,T)-W (T,t;t,T) and T, then the linear dependence or independence of the vector of

the function:
h,(t,t,,T),... h, (t,t,,T) 9)
is determined not only by the variable t, but by the parameters to and T. As it is shown in the
following example, in this case there may not be quite normal situations.
Example 1. Consider the managed system:

X, =X, +a(t,T)u,, X, =u;, X; =X, +({t-u,, X, =u, + B(t,t,)u,, (20)
in which
0 t, <t<T <2,
at,T)=(t-1)-0T —2)=4 —"P'="0 , (11)
t—-1_npu_t,<t<T,T>2
0_nmpu_t, <t<T,t, <1,
,t,)=0(, -1 =< ~ - . 12
Altt) (t =1 {l_npu_tOStST,t>2 (12)

If the system (10) is rewritten in the form (8), then we will have:
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0100 0 «aft,T)
A(tt,, T)= 0 00 , B(tt,, T)= L 0 : (13)
0 001 0 t-1
0000 1 ptt,)
1 t-s 0 O
0 1 0 0
W (t.s) = 9 1 tes (14)
0 1 0 1
Expression (14) is a Cauchy matrix, and the vector functions (9) have the form:
hl(t,to,T){ T } hz(t,to,T):(lJ
a(t,T) 0 (15)

T-t 1
h3(t,t0,T)={ }hél(t,to,T):{ }
t-1+ A(tt,) (T -t) B(t.t,
From the definition of the function «(t,T) and A(t,t,) (see (11) and (12)), it follows that these
vectors are linearly independent only under the condition oft, ~1, T >~2 ort, >1, T <2.

In these cases, the system under consideration is controlled. In other cases (tO Sl, T>-2: t Sl,

T <2), the function vectors hl, h,, h, and hs are linearly dependent, and system (10) is not controlled
in a segment|t,,T].

It is appropriate to pay attention to the following interesting facts. The system (10) is controlled
on asmall segment [t,,T] at t, =1, T <2 and uncontrolled on a large segment [t,,]T ,at t, <1, T >2

Identity and visibility. We will consider the system of equations of management:
X=A{t,T) x+B(tt,,T)-u

y=C(t,t,,T)- X
in which the matrices A and B are the same as in the system (8), and C(t,t,,T) is continuous at t

and piecewise continuous at to and T matrix with dimensionality [nxm].
When fixed to and T this system can be presented as:
Xx=A(t)-a+B()-u
y=C(t)-x

As it is known, the task of observation is the task of a definite state of the x'system at the time r
of the input and output signals, which will be measured in the future, that is, according to the data of the
control u(t)and the signal y(t)att>r. The task of identity of a system is to evaluate the state of the

system x" at a time r with data about u(t) and y(t) att<r.
A point(r,x") is called an event for the characteristic of which we introduce the following two
concepts. An event (r,x")is called unidentified, if y(t,r,xr,u)‘ . =0for everyt >r . In accordance
u=

, (16)

(17)

with these concepts, the following characteristic of the system is given (17).

This system is called the observed (identified) at the time t=r, unless any event (r,x")is not
observable (unidentified), with the exception of an event (0,r). The known criterion for unidentified of
a system (for example, [1]) can be formulated as follows.

In order for the event(r,x") of the system (17) to be unidentified, it is necessary and sufficient

that the vector x" belongs to the matrix kernel:
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]
M (to, 1) = [W" (t,t,)-C(1)-C(t) W(t.t,)dt, t, <t=<g-T, (18)
t
In the same way, the criterion of unobservability is formed.
In order for the event (t,,x") system (17) to be unobservable for a time interval t, <t <T, it is

necessary and sufficient that the vector x° belongs to the matrix kernel:

:
N(t,,r) =J.W*(t,t0)-C*(t)-C(t)-W(t,to)dt (19)
to
In the case of the system (16), which depends on the start and the finish, the quantities to and T are
variable, therefore, the matrices M (t,,r) N(t,,r)are not constant and their rank can vary depending on
the variables to and T. As a result, the structure of unobservable and unidentified systems will vary
depending on to and T.
Example 2. Consider the system:

{ X=X,,X, =U;,X; = X,, X, =U, +U, 20)
=X+ X, Y, =a(tT)-x, +A-1)- X+ B-(t,1,) - X,
In which «(t,T)and £(t,t,) are determined by formulas (11) and (12), then by means of direct

calculations we find that the matrix M (t,,r) is a Gram matrix:

qll q12 ql3 q14
I = q21 q22 q23 q24 ’ (21)
q31 q32 q33 q34

q41 q42 q43 q44
of vectors of functions

0 1 0 1
t,T)= , O, (tt,,T)= , t,T)= y u(tty) = , (22
Q.(t,T) 2(tT) 0y (Lt T) ‘(t_to).a(m‘ G (8, T) ‘(t—l)‘ A (t.t,) ()4 fo(tL) (22)
where the scalar product is determined by the formula:
(a0 = [ o -q.dt. (23)

to
It is known that the rank /" of such a matrix is equal to the number of linearly independent vectors-
functions in the systemq,, d,, d;, and ga.
We find that by direct computation at which values of the parameters t,, r and T the rank of the
matrix can not be equal to four. Only the following partial cases are possible:
Rank 7=3if t;>1,T<2,
Rank 7"'=3if t,<1, T<2, (24)
Rank I"'=3ift,>~1, T>2,
Rank I'=3ift,<1, T>2.
Thus, in the first three cases, the set of unidentified events (r, x") forms an one-dimensional space,
that is, the general solution of the equation:
I'y=0 (25)
depends on one arbitrary constant. In the fourth case, the set of unidentified events forms a two-

dimensional space.

N (t, T)

Similarly, one can consider the dependence on b and T of the matrix , which defines the

unobserved initial states.
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Optimal control. When considering the problem of optimal control of the system (5) depending
on the start and finish, it is formally possible to proceed from the fact that these systems depend on two
parameters to and T. As it is known, systems dependent on the parameters began to be considered in the
mathematical theory of optimal processes at the dawn of its development (for example, [5]). The
necessary optimality conditions for them were formulated in the form of a maximum limit.

It seemed that these results could be used without any additional conditions and in the analysis of
a system that depends on the start and the finish. However, this approach in the case under consideration
does not provide an exhaustive answer, because here the value of the parameters to and T affect the area
of definition of functions f, in the variable t. Such a dependence is not foreseen in the classical problems
of optimal processes with parameters. Therefore, various features are possible here.

The results of the analysis of Example 1 show that the solution of the problem of the complete
controllability of the system of the form (5) can essentially depend on to and T. Therefore, when studying
the problems of optimal management it is expedient to consider individual situations, when the system
is completely guided in a segmentt, <t <T , sometimes such control is not present. This analysis is

necessary regardless of whether the length of the process (T —t,) is fixed or not (for example, as in

problems with optimal performance).
Example 3. Consider the problem of optimal performance in the system (10) under initial
conditions:

X (t,)=x", i=1..4, (26)
where the vector x° = (x, x5, X2, X;) is assigned.
It is necessary to transfer the system to a state:

x(M)=x', i=1..4, (27)
for the shortest period of time (T —t, = min) with additional restrictions on permissible control:
T T
J() = [u®)-u(tydt = [Ju?®) +uz @ p <o, (28)
to to

wherev - given constant. At the same time, the start timet, of the system is not specified.

Assuming that the vectors x°and x"do not undergo any additional condition, then the problem
must be solved with the same values to and T, under which the system is fully controlled. In this case,
the function vectorsh,, h,, h, and hs (see example 1) must be linearly independent of T.

First, in accordance with the known method (for example, [2,4]) the solution of the problem of
speedwork, we fix to and T and solve the problem of control with minimal energy. First and foremost,
we write out the condition that the solution x = x(t) of the equations (10) to the initial conditions (26)

must satisfy the condition (27). This requirement leads to moment proportions:

T
[t T) u®dt=C,, i=1...4, (29)
)
whereC,, i=1,...,4 is the component of the vector C = x* -W(T,t,;t,,T)- x°.
With linear independence of vectors-functionsh, , i=1,...,4, (this case we are considering now)
control with minimal energy can be presented as:
4
u=> 7 h(tt,T), (30)
i=1

where y; =7, (t,,T) is uniquely determined by a system of equations

iykjh:(t,to,T)hk(t,tO,T)dt =C.(t,,T), i=1..4. (31)

a=1 to
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If equation (30) is substituted on the left side of the relation (28) and the equation (31) is taken
into account then we have:

oo T)= [ T35, (32

here o(t,,T) is the minimum value of the functional J of equation (28).
The solution of systems (31) can be presented as:

1 4
ZAGmTYg;%amT)C“k:LMA’ (33)

Where A is the determinant of the system, and A,; is the algebraic complement of the element,

which stands at the intersection of the k-th row and j-th column.
Therefore, we can write:

Y

NNV o Al T)
(D(to’T)—kZ:l:iZ:l:Ck G At,,T) (34)

Consider now to and T as variables (where t, <T ), we have the problem of optimal speedwork,

which can be formulated as follows.
You need to know to and T such that:

t, <T, (D(tO,T):VZ, T—t,=min .

Since we consider the case of complete controllability of the system (10), then, in addition, one
more condition must be fulfilled (see example 1): t,>~1, T >2, t,>~1, T <2.

The optimal problem is the non-linear programming problem, in which the area of variables to and
T is not complete. It follows that it may not have solutions.

Let us now consider the problem of optimal speedwork in one of the cases when the system (10)
is not controlled.

Let, for example, t, <1, T > 2. In this case (see example 1):

h1=h3=(I:I], h,=h :(ij. (35)

Accordingly, in systemh,, h,, h, and hs it is possible to receive only two linearly independent
vector-functions. Let it be h; and ha.
Since the relations (35) are executed, then the constantC, , i =1,...,4, at the time of the correlations
(29) must follow the condition:
C, =C;, C,=C,. (36)
According to the ratio vector C = {C,,C,,C,,C,} is determined by the formula:
C,=X'-W(T,t,)-x°.
Therefore equalities (36) can be presented as:
X11—X10—(T—t0)-X2=Xé—Xg—(T—t0)-X2 (37)

Xy — X+ X§ = X; — XJ (38)

Condition (38) does not depend on to and T. Therefore, it can be characterized as a "severe
restriction” to the state of the system at the initial and final moment of time. The content of the restriction

(37) is slightly different. It connects the points x°, x' and the duration T —t,of the process under
consideration. Therefore, if the points are given, then this condition determines the length of the process,
taking into account the limitationt, <1, T > 2. It remains to build a control. To find it, we have moment
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correlations (29) and restrictions (28). At the same time to and T are not fixed, but only the difference is
knownT —t,. Such a task is solved by the known methods.

The agro enterprise has mastered the production of several types of agricultural products, such as
four assortments (ryeB,, cornB,, rape B, , wheat B, ), which annually an agricultural enterprise can
produce in limited quantities (because it is a resource!). Annual income of the necessary raw materials
A, :@ , raw material costs per unit (per 1 metric center/quintal) of each type of product, the profit
from the sale of 1 g is shown in the table 1.

Table 1
Annual income of the necessary raw materials, raw material costs per unit
(per 1 metric center/quintal) of each type of product, the profit from the sale of 1 q

Type Of- raw Annual raw material flow. ¢ Consumption of raw materials per center
material ’ B, B, B, B,
A 1260 2 4 6 8
A, 900 2 2 0 6
A, 530 0 1 1 2
A, 210 1 0 1 0
Quantity of products received (yield), c / ha X, X, X, X,
Profit from sales, c.u./ha 8 10 12 18
2-X,+4-X,+6-X,+8-X,<1260;
2-X,+2-X,+0-X,+6- X, <900; 1)
0- X, +1-X +1- X, +2- X, <530;
1.X,+0-X,+1-X4+0- X, <210.
X,20; X,20; X,20; X,>0. (2
Profit from sales, c.u./ha:
Z=8-X,+10-X,+12- X, +18- X, > max 3)
This is a classic linear programming problem:
PROFIT = INCOME - EXPENDITURE 4)
EXPENDITURE|, _- PROFIT/) (5)

Rewrite the problem of linear programming in our case. Let the cost of information (annual) about
the possible yield is IZ . The coefficientsk, , k,,...,k, give the value Z of each type of product, at an

incrementper 1 hectarel, =k, -1 ; I, =k,-1 ;....;1;=Kkg -1 . Thenthe table 2 will be the same,
2 2 2
but the raw material needs to be transferred into Z:
8
Dk =1. (6)
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Table 2

Mathematical model with data of annual income of the necessary raw materials, raw material

costs per unit (per 1 metric center/quintal) of each type of product,

the profit from the sale of 1 g

Typeof raw | Annual supply of raw materials in Z , ¢/ Consumption of raw materials per center
Ir:?(?:ﬁ::tl:oln AL Zﬁ i =® B, B, B, B,
A 3000 12 14 16 18
A, 1000 20 20 0 60
A, 500 0 10 10 20
A, 200 10 0 10 0
1, (k) 400 11 15 16 17
I, (k,) 5000 17 18 19 20
1,(k;) 700 16 20 21 23
l,(k,) 1400 18 33 32 40
I (kg) 800 19 45 44 15
I (kg) 900 22 22 14 19
1, (k;) 1200 13 17 34 8
Ig (kg) 1400 14 9 0 16
Quantity of products received (yield), ¢ / ha X, X, X, X,
Profit from sales, c.u./ha X, 28 | X, 210 | X,212 | X, 218
15 12 14 19

12-X, +14-X, +16- X, +18- X, <3000,
20- X, +20-X, +0- X, +60- X, <1000;
0-X; +10-X, +10- X, +20- X, <500;
10- X, +0-X, +10- X, +0- X, <200;
11- X, +15-X, +16- X, +17- X, <400;
17-X, +18- X, +19- X, +20- X, <500,
16- X, +20- X, +21- X, +23- X, <700;
18- X, +33-X, +32- X, +40- X, <1400;
19- X, +45-X, +44-X, +15- X, <800;
22-X, +22-X, +14- X, +19- X, <900;
13-X, +17-X, +34- X, +8- X, <1200;
14-X, +9-X, +0- X, +16- X, <1400.

(7)

X,>0; X,20; X,>0; X,>0. ®)

Profit from sales, c.u./ ha:

Z=15-X,+12- X, +14- X, +19- X, — max 9)

Specify how much we will get a profit compared to a task when there is no information.
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Conclusion. Based on the results of research, we formulate a mathematical model of the difference
in the rate of application depending on the agro-biological state of the soil environment. The agro
enterprise has mastered the production of several types of agricultural products, such as four assortments
(ryeB,, corn B, , rape B, , wheat B, ), which annually the agricultural enterprise can produce in limited

quantities (because it is a resource!). Annual income of the necessary raw materials A, i=(14), raw

material costs per unit (per 1 c) of each type of product, the profit from the sale of 1 c is shown in the

table 3.
Table 3

Mathematical model of annual income of the necessary raw materials, raw material costs per

unit (per 1 c¢) of each type of product, the profit from the sale of 1 ¢
Consumption of raw materials per center

Type of raw .
material Annual raw material flow, ¢ B, B, B, B, B,
A W, ay; 8y, A3 I 8
AQ Wz a5 ay, A3 ay, e a’Zi
A3 W3 a‘31 a‘32 a‘33 a34 ce aSj
A4 W4 Ay a4 A3 Ay e a j
A, W, &y &, CTH ajy - &
Quantity of products received (yield), c / ha X, X, X, X, X,
Profit from sales, c.u./ha Y, Y, Y, Y, Y,
ail'X1+a12'X2+313'X3+a14'x4+---+a1j 'Xn £W1;
By Ky Ay Xy 48y Xgtay, X, +..+ay; - X, SW,;
Ay - Xy +85, - X, +85,- Xg+35,- X, +...+ a; - X, <W;; M
Ay Ky, Xy+8,5 Xg+a, X, +..+a,;- X, <W,;
Ay Xyt @, Xyt Xg+a, Xy +..+8;- X, <W.
X,20; X,20; X;=20; X,>0.... X, >0 (2)
Profit from sales, c.u./ ha:
Z=Y- X +Y, - X, +Y- X, +Y, - X, +...4+Y, - X, &> max 3)
This is a classic linear programming problem:
PROFIT = INCOME - EXPENDITURE 4)
EXPENDITURE\J,% PROFIT/\ 5)

Rewrite the problem of linear programming in our case. Let the cost of information (annual) about
the possible yield is1 . The coefficientsk, , k, ,...,k, provide added value Z of each type of product,
)y

atan increment per 1 hectarel, =k, -1 ; I, =k, -1 ;....;1;=kg -1 . Then the table 4 will be the
2 2 2
same, but the raw material needs to be transferred into Z:
8
>k =1. (6)

i=1
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Table 4
Mathematical model of annual income of the necessary raw materials, raw material costs per
unit (per 1 c) of each type of product, the profit from the sale of 1 ¢ when the raw material needs
to be transferred into Z

Typfi of rla/vv Annual supply of raw materials in Z , Consumption of raw materials per center
materia e, . oy

information o/ ALi=04), 1, i1=(18) B, B, B, B, B,
A w," & | A, | as | A, | .. | A,
AZ WZA a21 a22 a23 a‘24 te a2j
AS W3A a3l a32 a33 a34 e aSj
A4 W4A Ay P 8,3 Ay e a, j
Ah WnA ay a; a3 a4 ‘e aij
1y (k) A by | b, | By | by by
I 2 (kz ) WZI b21 b22 b23 b24 b2j
|3 (ks) WSI b31 b32 b33 b34 b3j
I4 (k4) W4I b41 b42 b43 b44 b4 i
I n (kn) WnI bil bi2 bi3 bi4 res bij
Quantity of products received (yield), ¢ / ha X, X, X, X, X,
Profit from sales, c.u./ha Y, Y, Y, Y, Y,

a11'X1‘|'a12'Xz‘*‘E"‘13'X3‘*‘a14'

Xy +otay - X, W7
Ay - K+ 8y, Xy + 8y, Xg+ay, - X, +

X

X

ot ay X, WS
A.
gt ag s X SWT
A.
gty X <SWS

By Xy 85 Xy + g3 Xy +3y,-
- Xy 8, Xy +a,- Xy+ay,

- X+ X, +a - Xg+ay, X, +..+a;- X, W ™
bll-Xl+b12-X2+b13-X3+b14-X4+...+b1j-anwl';

D,y - Xy 05y Xy 4+ by Xy 10, X, 4.4+ by; - X

by - Xy +byy - Xy +byy - X +by - X+ 4 by - X <W
b, X

Xy +by Xy + by Xy +byy - X, +.+ by -

by - X, +byy - X, +by - Xy + by, - X, + by - X, <W

X,>0; X,>0; X,>0; X,>0. (8)
Profit from sales, c.u./ha:
Z=Y - X, +Y, X+ Y- Xy +Y, - X, +...4Y, - X, > max 9)

Specify how much we will get a profit compared to a task when there is no information.
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Mathematical model of the difference of the rate of application depending on the agro-biological
state of the soil environment (our option)
The agro enterprise has mastered the production of agricultural products of A type on a certain

agricultural field. Taking into account the content of a certain type of nutrients in the soil ¢, ¢,, ¢, ¢,
, -++»Cj, We obtain the quantity of products with the cost that annually the agro-company can produce

in a limited amount (as it is a resource!), taking into account the nutrient content in the soil from this
area.
To get the planned yieldb,, b,, b;, b, ,..., b, it is necessary to apply, accordingly, certain dozes

of nutrientsa,;, a,, &3, Ays--vs &j5 Ap1y Bgpy Bogr Bggae-vs )y Bgpy Bgpy Bggy Bggsee s Bgjy Bypr gy
Qugr Bupoenesyjsees Agy By Ay, Ay,..., & foracertaintype ofyieldA,, A, A, Ay, A, .. A
respectively, the profit from the application of which isY,, Y,, Y,, Y,, ... ,Y,(Table 5).

Table 5
Expenditures of nutrients are needed to obtain a planned yield
Expenditures of nutrients
Type of raw Profit from Cost of products kg / ha
material sales, c.u. / ha received, c.u./ ha X, X, X, X, Xj
A Z b, G c, c, c, c;
A Yy by a, | a, | %3 | a, a;
A2 Y2 b2 aZl a22 a23 a24 a2 j
% Y3 b3 a3l a32 a33 a34 a3 j
A4 Y4 b4 Ay a,, A3 Ay, a4 i
Ai Yi bi & q;, G a4 aij
This is a classic linear programming problem:
PROFIT = INCOME - EXPENDITURE 4)
EXPENDITUREQ/% PROFIT/ (5)

Z=by—(c- X +c, Xyt Xgtey- Xy +.tc, - X)) — max;
bl_(au'xl"'aiz'X2+a13’X3+a14'X4+---+a1j'Xj):Yl;
b, — (8 X+, Xy + 8y, Xg+ay, - X, +o+dy;- X)) =Y,
by — (85, Xy + a5, X, + a5 Xg+ a5, X, +.+ 855 X;) =Y, 1)
b, — (- Xy +a,- Xy +a,- Xg+a, X, +..+3,,- X;) =Y,
b —(a;- X +a, X, +a3- Xg+a,- Xy +..+3;- X;) =Y.
X,20; X,20; X;20; X,>20.... X;20 (2)

Profit from sales, c.u./ha:
Z=by+c - X +c, X, +c5- Xyt+e, - Xy +.+c, - X —>max (3)

In order to receive the planned yieldb, b,, b, b,,..., btaking into account the received
operational information about the agro-biological state of agricultural lands with the value ofk, , k, , k,
, K3y Ky s..., ki, itis necessary to apply, accordingly, certain dozes of nutrientsa,,, a,, a3, &y,---
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alj; 811 g1 B3 a24""7a2j; 31y 835y g3, a34a--->a3j; Quir Bypy gy Bygoee s 8yjsens gy Apy By
b Qigseees & foracertainyieldA,, A, A,, A, A,, ..., A respectively, based on the data on the agro-

biological state of the soil environment, the profit from the implementation of which isY,*, Y,, Y, Y/

, ..., Y. (Table 6).
Table 6
Planning of profit from the sale of the planned yield with the introduction of nutrients, based on
data on the agrobiological state of the soil environment

_ Cost of products _ Value qf Cost of consumed nutrients,
Profit from . information c.u./ ha
Type of raw sales. c.u. / received, c.u./ ha on Nutrients’
material L (depending on yield, X X
y .U 1 3 e i
ha c/ha) content,c.u./ | X, | X, X, )
ha

A z* b, K, a | ¢ ||| ... | ¢
A A b, k, a, | A, | & | A, | .. | &;
A2 sz bZ k2 a21 a‘22 a23 a24 e a2j
As ng b3 k3 as; as, as; Ay e a@j
A4 Y4k b4 k4 ay, a,, a43 Ay, a4 j
Ai Yik bi ki a;; a;, i3 aj, aij

Let the value of information (annual) about a possible application of nutrients in the soil isk, , k,
, Ky, K, 5.,k , which allows for more productivity, which affects the final yieldb,, b,, b,, b, ,..., b,
and, accordingly, the incomeY,*, Y5, Y, Y,,..., Y.\,
Then the table will be the same:
Z  =by—ky—(c,- Xy + ¢y - Xy + ¢y X+, - X, +otc, - X,) = max
bl_kl_(au'Xl"‘aiz'X2+a13'X3+314'X4+---+a1j'Xi)zYk;
by =Ky — (B Xy + a5, - Xy + 8y Xy +8y, - X, +.tay; - X)) =Y
bs_ka_(aal'x1+a32'xz+ass'xs+ae4'X4+-"+a3j 'xi):Y3k; (7)
by =Ky — (- Xy +85,- X, +8,5- Xg+ay, - X, +..+8,-X;) =Y,

b, =K, —(ay- Xy +a,- X, +a,- Xy+a,- X, +..+a;- X)) =Y/

X,20; X,>0; X;205 X,20.... X;>0 (8)

Cost of the received product, c.u./ha:
b,=S,-U,,
where S, - the cost of one center of agricultural products of the species, c.u. / c;
U, - productivity of agricultural products, ¢ / ha.

Profit from sales of products (c.u. / ha):
Z" =y +Kky+C - X, +C, - X, +C- Xy +C, - X, +.+C, - X, —> max (9)

Specify how much we will get a profit compared to a task when there is no information.
AZ=2%-2Z (10)
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To compare the expedient standard of agricultural land cultivation it is necessary:
AZ >,

Data that satisfy this requirement should be used in terms of agricultural production.

References (in language original)

1. Cennpees FO. H. YnpaBnenue koHeUHO-MaTpHYHBIME JTHHEHHBIME 00bekTaMu. MockBa: Hayka, 1976.

424 c.

Kpacosckuit H. H. Teopus ynpasnenus nemkeaueM. Mocksa: Hayka, 1968. 474 c.

Poiirentepr 4. H. ABromaTnueckoe ynpasienue. Mocksa: Hayka, 1978. 551 c.

€ropos A. . OntumansHe ynpaBniHHs JiHiHHUME ciucTeMaMu. Kuis: Buma mkona, 1988. 276 c.
IlouTpsrur JI. C., bontsuckmii B. I'., Mumenko E.®. Maremarndeckas TEOpPHS ONTHMaTbHBIX
npoueccoB. Mocksa: Hayka, 1961. 391 c.

6. Fujimoto K., Ogawa S., Ota Yu., Nakayama M. Optimal control of linear systems with stochastic
parameters for variance suppression: the finite time horizon case. IFAC Proceedings Volumes. 2011. Vol. 44,
Issue 1. Pp. 12605-12610.

7. Basin M., Rodriguez-Gonzalez J. Optimal control for linear systems with multiple time delays in control
input. IEEE Transactions on Automatic Control. 2006. Vol. 51, Issue 1. Pp. 91-97.

gagrwn

References

1. Sendreev Yu. (1976). Upravleniie konechno-matrichnymi lineinymi obiektami [Control of Finite-Matrix
Linear Objects]. Moskov: Nauka, 424 p. (in Rus.).

2. Krasovskii N. (1968). Teoriia upravleniia dvizheniiem [Theory of motion control]. Moscow: Nauka, 474
p. (in Rus.).

3. Roitenberg Ya. (1978). Avtomaticheskoie upravleniie [Automatic control]. Moscow: Nauka, 551 p. (in
Rus.).

4. Yegorov A. (1988). Optymal'ne upravlinnya liniynymy systemamy [Optimal control of linear systems].
Kyiv: Vyshcha shkola, 276 p. (in Ukr.).

5. Pontriagin L., Boltyansky V., Mishchenko E. (1961). Matematicheskaia teoriia optimalnykh protsessov
[Mathematical theory of optimal processes]. Moscow: Nauka, 391 p. (in Rus.).

6. Fujimoto K., Ogawa S., Ota Yu., Nakayama M. (2011). Optimal control of linear systems with stochastic
parameters for variance suppression: the finite time horizon case. IFAC Proceedings Volumes, 44, 1, 12605-
12610.

7. Basin M., Rodriguez-Gonzalez J. (2006). Optimal control for linear systems with multiple time delays
in control input. IEEE Transactions on Automatic Control, 51, 1, 91-97.

KHUPUJIIOK €Breniit MukoJiaiioBn4

1.€.H., ipodecop,

npodecop kadenpu eKOHOMIKH Ta MIXKHAPOIHUX
€KOHOMIYHHUX BIJTHOCHH,

YepkacbKkuil HallilOHAIBHUHN YHIBEPCUTET

iMeH1 borgana XMeIbHHUIIBKOTO,

M. Yepkacu, Ykpaina

YOBHIOK IOpiii BacunboBu4

K.T.H., JJOLEHT,

JIOLEHT Kadeapu KOHCTPYIOBAaHHS MAIIMH 1
0o0JaHaHHs,

HanionaneHuii yHiBepcuTeT OiopecypciB

1 IPUPOOKOPUCTYBAHHS Y KpaiHH,

M. KuiB, Ykpaina

BPOBAPEID Onexcanap OsnexcanapoBuy
K.T.H., JIOLICHT,

3aBiayBad kadeapu iHOPMAIITHO-TEXHIYHUX
Ta TPUPOJHUYHX JUCHIHUILTIH,

105



