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The simple phenomenological model and analytical approach of electromigration
in the two-phase alloy (solder) under combined influence of the Kirkendall
effect, backstress and sedimentation is presented. It is compared with electromi-
gration in pure metal under condition of quasi-equilibrium vacancies (unlimited
power of vacancy sinks-sources) and electromigration in pure metal with account
of nonequilibrium vacancies.

Keywords: electromigration; phase separation; ultra-high gravity; backstress;
Kirkendall effect

1. Introduction

Already in 1948, Darken [1] referred to observation made by Schwarz [2], who had
noticed that tungsten lamp filaments heated by direct current commonly fail by necking
down near the positive end, with a simultaneous swelling at the position near the nega-
tive filament end. Schwarz explained this phenomenon by the motion of tungsten cat-
ions, which migrate in the high-temperature region from the positive end towards the
negative end. Darken concluded that alloying elements in the tungsten may migrate.
Nowadays, this phenomenon is known as electromigration, and produces failures of Al,
Cu interconnects as well as solder joints and are the reason for constant attention to the
details in this process.

The failure is a consequence of the existence of divergences in the transport of mat-
ter. It is caused by very high local current densities due to the small dimensions of the
conducting lines in the integrated circuits, which can lead to significant values of atom
transport. Improvements in the electromigration time to failure have been achieved
empirically. With the continued drive for miniaturization, the electromigration failure
remains a concern for integrated circuit manufacturers.

After the famous Blech experiment [3] and its elegant explanation by Nabarro [4], the
‘backstress’ became one of the most frequently used words in papers on electromigration.
The force of electromigration, Fem, is based on the effective charge number concept:
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Fem ¼ z�el þ z�wd
� �

eE; (1)

where E is a vector of electric field, e effective ionic charges and z�el and z�wd are
regarded as nominal valence of the diffusing metal, when the dynamic screening effect
is ignored and valence (charge number) represents the momentum exchange effect due
to the electron wind force, respectively [5,6]. One can express electric field by local
current, j t; xð Þ, and resistivity, q xð Þ,

E ¼ qj (2)

and obtain the alternative form of the Equation (1):

Fem ¼ z�el þ z�wd
� �

eqj (3)

or simply:

Fem ¼ z�eqj: (4)

Below, we will use projections of all vectors on x-axis instead of vectors.
Very good review of electromigration and thermomigration can be found in Basaran’s

work. He showed that the thermomigration driving force when present is much larger
than electromigration [7,8]. His group developed a new displacement–diffusion-coupled
model using finite-element method. Their model takes into account the viscoplastic
behaviour of solder alloys, vacancy concentration evolution and the electromigration
process. The driving forces for diffusion consists of (1) vacancy concentration gradient,
(2) electrical field forces, (3) stress gradient and (4) thermal gradient [9–12].

In the next sections, the simple electromigration model with analytical approach will
be formulated based on the diffusion equation only. We have introduced the (i) vacancy
concentration gradient, (ii) electrical field forces, (iii) stress gradient and (iv) lattice drift
(Kirkendall movement).

2. Electromigration in pure metal under condition of quasi-equilibrium vacancies

The postulate of the quasi-equilibrium vacancies indicates that the high current
densities, stresses, etc. do not affect vacancies concentration, which depends on the tem-
perature only due to the unlimited power of vacancy sinks-sources. The established
models of electromigration assume that it is a consequence of the steady-state condition
providing volume conservation under current stressing. Namely, mechanical force of
stress gradient acting on migrating i-atom (backstress, Fr ¼ X@r=@x (Ω – molar
volume; r ¼ �p ¼ 1=3Sprik – hydrostatic part of the stress tensor)). In a planar
diffusion couple with concentration gradient along x-axis, one has:

rxx ¼ rxy ¼ rxz ¼ 0; ryy ¼ rzz ¼ 1

2
Sprik ¼ 3

2
r: (5)

The stress fully compensates the electron wind and electric field forces and hence,
makes the total atomic flux (J ¼ cB

P
k Fk ; ðB ¼ D�=kT –mobility, c – concentration))

equal to zero:X
k

Fk ¼ z�eqjx þX@r=@x ¼ 0 ) Jx ¼ cB z�eqjx þ X@r=@xð Þ ¼ 0: (6)

2 A. Gusak et al.
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On the other hand, diffusion community has an alternative way of providing volume
conservation: namely, it is a lattice drift (Kirkendall effect) caused by the vacancy flux
divergence leading to dislocation climb and subsequently to the construction of extra-
planes in the accumulation region and dismantling of atomic planes in the depleting
region [1,13,14]. The atomic flux due to electron wind is directed from cathode to
anode and generates the vacancy flux in the opposite direction. As a result, extraplanes
should be ‘inserted’ within the anode region and dismantled within the cathode region.
Thus, the whole lattice should move from anode to cathode, counteracting and offset-
ting the drift generated by electron wind [2]. Drift velocity, υ, then is determined from
the condition of zero flux at interfaces:

Jx ¼ cBz�eqjx þ ct ¼ 0 ) t ¼ �Bz�eqjx: (7)

Together with lattice, the inert markers should move from anode to cathode with the
same velocity, Equation (7). And markers movement is observed in solder joints1

[5,15–25]. It is evident that Equations (6) and (7) cannot be valid simultaneously.2 Of
course, it seems evident that one should take into account both effects of the electron
wind counteraction. In this case, one should write (instead of Equations (5) and (6)):

Jx ¼ cB z�eqjx þ X@r=@xð Þ þ ct: (8)

In the closed system, Equation (8) becomes:

Jx ¼ cB z�eqjx þ X@r=@xð Þ þ ct ¼ 0: (9)

Naturally, it is impossible now to determine both Kirkendall velocity and backstress
from the single conservation constraint. Physically, one must distinguish the drift related
to lattice shift (when all atoms move simultaneously with lattice) and the drift related to
migration of individual atoms. Recently, in a very interesting paper [26], the authors
investigated the competition of electromigration and creep (but not explicitly, consider-
ing the lattice shift as one more natural way of equalizing the total atomic flux to zero).
They considered nonlinear creep, which is characteristic for low temperatures and
relatively high deformation rates.

Here, we will consider conditions, typical for solder joints experiments – low creep
rates and high temperatures (not far from melting), so that main mechanism of creep
should be Nabarro–Herring bulk diffusive creep that is taken into account as a second
term in parenthesis of Equation (8). Unfortunately, it is impossible to find two
unknowns (stress gradient and lattice velocity) from one constraint of zero flux. An
attempt of simultaneous analysis was recently presented by Turlo et al. [27], but the
authors used the arbitrary fitting parameter. We extend their model and use the relation
between divergence of drift velocity and the time derivative of hydrostatic stress as a
missing link [28]. Namely, divergence of drift velocity is determined by the vacancy

generation/annihilation rate
NV�Neq

V
sV

� �
, which means generation or annihilation of lattice

sites. This means dilatation of alloy leading to stress:

@t
@x

¼ �NV � Neq
V

sV
¼ � 1

K

@Sprik
@t

; (10)

where K is a bulk modulus; NV and Neq
V are the vacancy molar ration and equilibrium

vacancy molar ratio; τV denotes the relaxation time for vacancies. Similar relation for
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grain boundary migration was suggested by Kirchheim [29]. Using hydrostatic tension
as one-third of the spur of stress tensor, one obtains:

@r
@t

¼ 1

3

@Sprik
@t

¼ �K

3

@t
@x

: (11)

Taking the spatial derivative of Equation (9), using Equation (11) and neglecting the
very small variation of overall concentration, c, and of diffusivity, one gets:

B 0þ X
@2r
@x2

� �
� 3

K

@r
@t

¼ 0 ) @r
@t

¼ 1

3
KXB

@2r
@x2

¼ Deff
r

@2r
@x2

; (12)

where Deff ¼ 1

3
KXB ¼ D� KX

3kT
is an effective diffusivity of the deformation field in the

metal.
After solving diffusion equation for stress, Equation (12), under given boundary

conditions, drift velocity is then found from Equation (9):

t xð Þ ¼ �D�

kT
X@r=@xþ z�eqjxð Þ: (13)

The solution obtained clearly depends on boundary conditions.

2.1. Analytical solution

To solve above equations, the non-dimensional variables are introduced, n ¼ x=l, where
l denotes the conductor length (distance between cathode and anode), thus:

u � l
@

@x

Xr
kBT

� �
¼ @

@n
Xr
kBT

� �
(14)

Thus, the following equations are solved:

@u
@t

¼ D�

l2
KX
3kBT

� �
@2u

@n2
; 0\n\1; (15)

or with non-dimensional time s � D�

l2
KX
3kBT

t

@/
@s

¼ @2/

@n2
(14′)

t xð Þ ¼ �D�

l
uþ l

z�eqjx
kT

� �
; (16)

with initial conditions: u t ¼ 0; nð Þ ¼ 0; 8 0\n\1, and with boundary conditions,
which depend on whether the cathode or/and anode end are free or fixed.

If the end Σ is free, then the backstress there is absent, so that u Rð Þ ¼ 0.
If, instead, the end Σ is fixed, then the Kirkendall shift at this end is zero: t Rð Þ ¼ 0,

so that (according to Equation (15)), u Rð Þ ¼ �l
z�eqjx
kT

.

The following data are used in computations: a � KX
3kBT

¼ 100 and

b � �l
z�eqjx
kBT

¼ 10. Since, the effective charge is typically negative (due to electron

4 A. Gusak et al.
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wind effect), it means that technical current in our example is directed from left to
right: anode end (plus) is left and cathode end is right (minus), electron wind directed
to the left, compression is left, tension is right, Kirkendall shift (if any) is directed to
the right (to the cathode).

Non-dimensional velocity

~t nð Þ ¼ l

D�
3kBT

KX
t xð Þ ¼ 1

a
� b� uð Þ (15′)

is plotted in Figures 1–3.
We shall consider three main cases:

(1) Both ends fixed: t t; 0ð Þ ¼ t t; Lð Þ ¼ 0 , u t; n ¼ 0ð Þ ¼ u t; n ¼ 1ð Þ ¼
�l z

�eqjx
kT ¼ b;

During the time interval of getting to asymptotic regime, markers have option to
move, so that initial markers array will redistribute. Maximum Kirkendall shift occurs
at the centre of the line. Of course, magnitude of redistribution depends on current den-
sity. During the asymptotic regime, all markers are immovable (Figure 1). It means that
the initially uniform markers distribution will shift to the cathode end and stop.

(2) One end fixed, another – free:
(a) Left (anode) end fixed, right (cathode) end free: t t; n ¼ 0ð Þ ¼ 0 )

u t; n ¼ 0ð Þ ¼ �l z
�eqjx
kT ;u t; n ¼ 1ð Þ ¼ 0.

During the nonstationary period (transition period to steady state), the markers move
so that initial markers array will continue redistributing, gathering near the cathode end
(Figure 2).

Figure 1. (colour online) The nondimensional velocity of markers drifts as a function of
nondimensional coordinate, when both ends are fixed. Nondimensional time is introduced as
s � D�

l2
KX
3kBT

t ¼ D�
l2 at.
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Markers will move to the right (cathode) end, the closer to the end, the faster the
movement of the markers. At the end of the day, all markers should gather near the
cathode end.

(b) Left end free, right end fixed, Figure 3: u t; n ¼ 0ð Þ ¼ 0; t t; n ¼ 1ð Þ ¼ 0 )
u t; n ¼ 1ð Þ ¼ �l z

�eqjx
kT

Markers will move from the left (anode) end to the right (cathode) end, the closer
the markers are to the cathode end, the slower is the movement.

(3) Both ends ‘almost’ free: u t; n ¼ 0ð Þ ¼ 0;u t; n ¼ 1ð Þ ¼ 0, @r
@x t; 0ð Þ ¼ @r

@x t; Lð Þ ¼ 0.
The relative shift does not depend on position as can be seen from
Equation (16):

t xð Þ ¼ �D�

kT
z�eqjx;

@r
@x

¼ 0: (17)

The last (exotic) case is the simplest one (although difficult for experimental realiza-
tion): there is no backstress at all, only lattice drift according to Equation (7).

In [6,27], one can find the experimental results with the change of markers velocity
sign near the anode end. Most probably, it is related to the fact of hillocks formation
near the anode end and of current crowding – these factors were not included in our
present analysis.

Figure 2. (colour online) The nondimensional drift velocity at various time moments in the case
of left (anode) fixed end and right (cathode) free end.

6 A. Gusak et al.
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3. Electromigration in pure metal with account of nonequilibrium vacancies

So far, we considered the case of powerful vacancy sinks-sources providing equilibrium
vacancy concentration anywhere anytime. In reality, the power of vacancy sinks-sources
can be taken into account by introducing the mean vacancy migration path LV and cor-
responding vacancy relaxation time, sV ¼ L2V

�
DV . If one neglects correlation factor,

then NVDV ffi D�.
Basic equations:

XJB ¼ XjB þ 1� NVð Þt
¼ 1� NVð ÞD�

kT
�Zeqjx þ X

@r
@x

� �
þ DV

@ NV � Neq
V

� �
@x

þ 1� NVð Þt; (18)

XJV ¼ XjB þ NV t ¼ NVDV

kT
Zeqjx � X

@r
@x

� �
� DV

@ NV � Neq
V

� �
@x

þ NV t; (19)

NV � Neq
V � Neq

V ðtypicallyÞ ) Neq
V ¼ exp �EV � rX

kT

� �
; (20)

XJV þ XJB ¼ 0; (21)

@NV

@t
¼ � @

@x
XJVð Þ � NV � Neq

V

� �
sV

� 0; (22)

Figure 3. (colour online) The nondimensional drift velocity at various time moments in the case
of left (anode) free end and right (cathode) fixed end.
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@r
@t

¼ �K

3

@t
@x

; (23)

NVDV � D�: (24)

Very similar case was analyzed by Kirchheim in 1992 [29], but he did not use the
sinks-source term for calculation of lattice drift.

4. Electromigration in two-phase alloy (solder) under condition of local quasi-
equilibrium between phases

The magnitude and direction of the current were proved to have a strong influence on
the phase composition of the diffusion zone and on the growth kinetics of phase layers.
The influence of the electric field on phase formation in the diffusion zone was found
e.g. in Au–Al, Cu–Sn and CaO–Al2O3 systems [25]. In this section, we distinguish the
purely diffusional stage of the influence of the external electric field on phase formation
process. The model describes the case when thermodynamically allowed phases have
already appeared and continue growing in the diffusion zone.

Let us consider the two-phase fine-grained alloy (mixture) α + β with small solubil-
ity of A in β-phase and of B in α-phase. The main equations for interdiffusion fluxes in
the bi-velocity form (which includes the Darken drift of the material) are

JA ¼ cABA Fext
A þ XA

@r
@x

� �
þ cAt; (25)

JB ¼ cBBB Fext
B þ XB

@r
@x

� �
þ cBt: (26)

Here, Fext
B has different interpretations for different external driving forces. For example

[30], in case of electromigration, Fext
B ¼ zBeqj (ZB is a partial effective charge of B ions

under electron wind), in case of thermomigration, where QB is a partial heat of transport
for B atoms. In the case of artificial gravitation (e.g. centrifuge), Fext

B ¼ mBg ¼ mBx2R.
Multiplying Equations (25) and (26) by corresponding atomic volumes, we obtain

equations in terms of volume fractions (fA + fB = 1):

fA ¼ XACA; (27)

fB ¼ XBCB: (28)

Summation of (27) and (28) together with constraint of fixed volume gives:

0 ¼ div XAJA þ XBJBð Þ ¼ @

@x
XAJA þ XBJBð Þ

¼ @V

@x
þ @

@x
fABAF

ext
A þ fBBBF

ext
B þ fABAXA þ fBBBXB

@r
@x

� �
: (29)

Condition (29) in our one-dimensional problem with zero fluxes and gradients at
infinities gives:

V ¼ � fABAF
ext
A þ fBBBF

ext
B

� �� fABAXA þ fBBBXB

� � @r
@x

: (30)

8 A. Gusak et al.
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Substitution of Equation (30) into Equations (27) and (28) gives:

XBJB ¼ fAfB BBF
ext
B � BAF

ext
A þ BBXB � BAXA

� � @r
@x

	 

(31)

and to conservation of matter and volume,

@fB
@t

¼ � @

@x
XBJBð Þ ¼ � @

@x
1� fBð Þ fBBBF

ext
B � BAF

ext
A þ BBXB � BAXA

� � @r
@x

	 

: (32)

On the other hand, divergence of drift velocity determines the rate of stress changes
according to Equation (4). Combining Equations (4) and (13), one gets:

@r
@t

¼ K

3

@

@x
fABAF

ext
A þ fBBBF

ext
B þ fABAXA þ fBBBXB

� � @r
@x

	 

(33)

Equations (32) and (33) give a self-consistent set of coupled equations of Burgers type
for atomic fraction and of diffusion type for stress. Exact solution can be obtained
based on implicit difference methods for differential functional equations [31]. Numeric
solution of these two coupled equations should give the time evolution of the spatial
separation of phases and the redistribution of stresses. The computer implementation
was based on the steady-state approximation for the stress. In such a case, Equation
(33) becomes:

0 ¼ @r
@t

¼ K

3

@

@x
fABAF

ext
A þ fBBBF

ext
B þ fABAXA þ fBBBXB

� � @r
@x

	 

; (34)

thus

@r
@x

¼ � fAD�
AF

ext
A þ fBD�

BF
ext
B

fAD�
AXA þ fBD�

BXB
¼ � fABAF

ext
A þ fBBBF

ext
B

fABAXA þ fBBBXB
: (35)

To solve the Equations (32) and (35), the standard numerical scheme was used;
mainly the method of lines to solve numerically the ordinary differential equations
(ODEs) system resulting from the space discretization [32]. The uniform grid, which
contained N mesh points along the x direction, respectively, was used and the concen-
trations and drift velocity were defined at points xk. The applied discretization led to the
system of ODEs in time variable.

Then, the time integrator used in the present computations was based on Runge–
Kutta method. Exactly, the adaptive step-size Runge–Kutta–Fehlberg modification was
used. The six evaluations of the functions from the fifth-order Runge–Kutta algorithm
were used to make other combinations implemented in the fourth-order Runge–Kutta
method. The difference between these two estimates served as an estimate of the trunca-
tion error. Hence, the step size was adjusted [33].

The initial phase fractions are constant for every x. The steady-state pressure profile
is presented in Figure 4.

During the time interval of getting to asymptotic regime, the two-phase zone
evolves. On the left end of the material, the pure β-phase is accumulated (Figure 5).
The magnitude of redistribution depends on the external force and the difference in
components’ atomic masses. During the asymptotic regime, all markers are immovable.
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5. Summary

Simultaneous action of backstress and of Kirkendall shift during electromigration in
pure metals and in two-phase mixtures was described by self-consistent scheme.

The phenomenological model of electromigration in the two-phase alloy (solder)
under condition of the local quasi-equilibrium between the phases was formulated. The
mass transfer occurs under the combined mechanisms of the Kirkendall effect,

Figure 4. The nondimensional steady-state stress distribution.

Figure 5. (colour online) The evolution of the phase fractions in the two-phase zone of the bin-
ary alloy during the sedimentation process.
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backstress and external force (sedimentation). The different models of electromigration
in pure metals under the condition of quasi-equilibrium vacancies (unlimited power of
vacancy sinks-sources) and electromigration in pure metal with account of nonequilibri-
um vacancies were presented.

In this work, we neglected an effect of vacancy concentration on molar volumes
and the hydrostatic tension was approximated as one-third of the spur of stress tensor.
The presented formalism can be extended to avoid above simplications.
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Notes
1. Authors are not aware about such experiments with aluminum or copper lines.
2. We emphasize this since in some experimental papers authors use both Equations (6) and (7),

and that is wrong.
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